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PART ONE: THE THEORY






1.Introduction: From Saussure to a new cognitive tuiin linguistics

Language is so intricately and intimately
bound up with human life, and is so familiar
an experience, that its essential nature is not
easy to discern. If you are in the middle of the
wood all you can see is the trees: if you want
to see the wood you have to get out of it.
(H.G. Widdowson, 1996: 17)

New scientific theories do not appear in vacuurheytare either logical extensions or modi-
fications of some generally received ideas andiopgor, alternatively, are shaped in the
process of opposition to what is accepted to balid ¥rend at a given point in time. It might
be also the case that these two paths convergeisteame aspects of the old theory are ac-
cepted and extended, whereas others are fiercetpated and substituted with fresh ideas. It
seems that it is this last option that prevailshi@ majority of scientific fields including lin-
guistics. The transformational-generative model,eiwample, has preserved Saussure’s dis-
tinction between linguistic ideal (language) anduatacts of speech (parole), which have
been extended by Chomsky to his ‘competence’ arddpmance’, respectively. The point,
however, is that Chomsky’s perception of the wogkiof language is quite distinct from his
structural predecessors in many important respeaes,of his major contributions being the
broadening of the scope of linguistic enquiry. Weh8aussure and his followers, headed by
Bloomfield, focused on the surface representatiolarguage in the form of linguistic struc-
ture, Chomsky has gone much deeper to investipatarniversals of human mind. Hence, the
most important thing about language from this pointiew is that it is the evidence for the
special faculty of the human mind. Chomsky’s the@ipeit criticized on various occasions,
cannot be denied one thing, namely that it hasagpew perspective, we should addogni-
tive perspective, on our understanding of the natulargjuage. This, in turn, seems to have
paved the way for the latest development in thiel 1 linguistics, which tends to be labeled
ascognitive linguistics This new trend began to emerge at the end ofdlventies and has
continued in various shapes and forms up to theepteday. The prominent linguists in the
field include Brugman (1998, 1990), Fauconnier @9897), Fauconnier and Turner (1994,
1998), Fillmore (1976, 1977, 1985), Goldberg (199hnson (1987), Lakoff (1980, 1987,
1989, 1998), Lamb (1999), Langacker (1987, 199®1),9Sweetser (1990), Talmy (2000),
Turner (2014), Turner and Lakoff (1989ust to mention but a few names. Most of these
scholars like to conceive of themselves as compkatelutionist in the field and repeatedly
demonstrate their opposition to the earlier theoaad approaches to language description
including Chomskyan ‘universal grammar’. The watlekvn hypothesis that langue is an au-
tonomous, innate faculty has been discredited apdsed as flawed in cognitively oriented
researches. Instead, cognitive linguists have doneenphasize the conceptual underpinnings
of language faculty, showing how language interadtis other cognitive abilities or faculties.
Yet, is not to say that no word of acknowledgmes bver been directed towards the father



of the generative-transformational model. It shaaudfice to cite here Lakoff (1999) who, in
his voluminousBody in the Flesh: The Embodied Mind And Its Cimglee To Western
Though states what follows:

Chomsky deserves enormous credit for helping tagoirito cognitive science the idea of the cog-
nitive unconscious as it applies to grammar. It {@agely through Chomsky’s influence that first-
generation cognitive scientists became aware oétimemous range of phenomena composing the
cognitive unconscious. (p. 472)

Thus, the logic of scientific progress has beersgmeed here — the cognitive seeds, as first
sowed by Chomsky, have given rise to a new sciemifality in the form of a new branch of
linguistics, that is Cognitive Linguistics, as & known today, with its illuminating findings
on the nature of language and cognitive procesgsirige human mind. Some of the earliest
achievements of this second-generation cognitiastsin the field of metaphor research, as
rediscovered by Lakoff and Johnson in their fouirmhati 1980 volumeéMetaphors we live by
It was then that metaphor was presented as a catghenomenon, an indispensable ele-
ment of human thought and reasoning and an indeitadot of everyday human communica-
tion. As the decades have passed, this view ofpghetahas continued to inspire linguists to
undertake new scientific efforts in order to bettederstand the intricate nature of metaphori-
cal thought and language in different areas ofuistic (and non-linguistic) communication
and at different levels of linguistic organizatigmg., Charteris-Black, 2004; Dancygier &
Sweetser, 2014; Deignan et al., 2013; Goatly, 198Kel, 1997; Littlemore, 2019, Low et al.,
2010; Musolff, 2004; Semino, 2008; Steen, 1994,820Given the pervasiveness of meta-
phorical conceptualizations, that is the fact @latost any abstract concept in any language
has metaphorical structure, metaphor research maedsok like a finished project, and most
likely will not be one in the foreseeable futureelquestions and challenges (both descrip-
tive and theoretical) are still emerging and waibe answered in the course of empirical in-
vestigations. One of these challenges seems tedessing the degree of cognitive scope or
entrenchment of conceptual metaphors in differegisters and across different languages. In
other words, there is still a need for frequencygdoh comparative studies, aimed at establish-
ing the range (frequency) of particular metaphbrgh in their linguistic and conceptual di-
mension. The most suitable methodology for thietgp research seems to be corpus-based
methodology. Although some successful attempts baea made to apply corpus methods to
metaphor research (cf. Charteris-Black, 2004; Daigi2005; Semino, 2017, Stefanowitsch &
Gries, 2005), it seems that the full potentiallo$ fine of research is yet to be to explored.
The present study continues this line of reseaschobking specifically at the meta-
phors structuring the broad domain of businesshawac activity. In particular, this broad
domain is approached from axiological point of viemith the domains ofuccessfubnd
poor business performanteing the primary objects of investigation. Impotty, the study
takes a cross-linguistic and comparative approabht is, it investigates metaphors in Eng-
lish and Polish business and economics relatechgdistic texts. My principle objective has
been to investigate whether, what is termed laarelogical metaphorsare cross-linguistic
phenomena or whether there are concepts uniqueet@iothe other language. In addition, a



corpus-based methodology has been employed toctdfle quantitative data and to assess
the degree of conceptual salience and productofitynetaphorical mapping yielded by the
corpus.

It should be pointed out here that some investigatinto the metaphorical structure of
the domain of business and economics have beemtakee earlier (cf. Boers, 1997a, 1997b,
1997c, 2000; Henderson, 1986; Hubler, 1989). Yeterof these studies have explicitly dealt
with the axiological aspect of metaphorical mappiegiployed to think and talk about busi-
ness phenomena. Furthermore, the majority of teegbes were rather limited in scope, typi-
cally not going beyond the constraints of singlecks. Most importantly, | have not been
able to trace any relevant publications which waoailsh at contrasting English and Polish
language data. It should be also emphasized tkgprétvious research has given hardly any
attention to the quantitative aspect of metaphbooacepts. In other words, very little sys-
tematic work has been done towards assessing treadef conceptual entrenchment of par-
ticular metaphorical models and the productivitypafticular mappings structuring the do-
main of business activity. The research presemteda analytical part of this book (Chapters
5-9) addresses all these problems and questionseVvw, the study is preceded by a few
chapters which raise various theoretical issuegea@lto the topic of the study. Thus, chapters
(2)-(4) are aimed at giving the reader (especisiilyents and new researchers) a basic intro-
duction to the theory of metaphor, the issues aamutwith the structure of specialized dis-
courses, as well as the basics of corpus-basedrobsdn the following, | present a brief
summary of the chapters in this book.

Chapter 2 gives a brief overview of Aristoteliaead on the subject of metaphor mainly
to contrast them with the cognitive theory, bubais unveil some signs of the cognitive ori-
entation as traced in highetoric More attention has been given to Black’s viewestmota-
bly those which heralded the cognitive approache fidmaining part of the chapter has been
designed as a concise synthesis of topics in tigaitbee theory of metaphor, which have
been considered within a broader context of cogmiicience and cognitive linguistics in par-
ticular.

Chapter 3 sheds some light on the notion of lintguigariability, which has been ap-
proached from many different perspectives. The whragtarts with presenting some of the
most enduring views on the relevant terminologgame to the conclusion that there is no
unified approach to notions such as register, geane text type. Next, specialized varieties
have been given some attention. Two approachesbemrehighlighted — the one that focuses
on the analysis of linguistic patterns across speeid registers and the other one centred on
identifying communicative needs of particular sgeeommunities. It is against this back-
ground that the notions of LSP (Language for Spdigsposes) and Business English have
been considered.

Chapter 4 has been intended as a brief outlindh@fmajor concepts, principles and
practices underlying the creation and use of lagguzorpora. It also contains some indica-
tions of how the resources and techniques usewvasiigate general language can be applied
in the field of LSP. The chapter also touches ugenissues of defining and classifying dif-
ferent types of corpora, as well as pointing oetsbope and strengths of corpus-based meth-
ods as compared to more traditional approacheshéranore, some basic computer tech-



niques for language-data processing such as freguests, concordancing, annotation have
been briefly dealt with in order to point out theste in reducing the work-load that typically
accompanies manual manipulation of language datally; some attention has been given to
the criteria that are typically applied in compibat of general purpose corpora with an indica-
tion of the significance they have for the fieldd.8P.

Chapter 5 specifies the goals of the empirical pathe study and outlines the method-
ological procedures adopted in order to accomphsise goals. It also includes a subsection
outlining the process of corpus compilation anduses the major components of this cor-
pus, which has been specially designed for theeptegsearch.

Chapter 6 is devoted to a detailed presentationaaadlysis of the relevant linguistic
material as drawn from the English-language pathefcorpus. The chapter includes eight
different sections, each dealing with a differemtiree domain metaphorically extended onto
the target domain afuccessfulnd/ orpoor businesgeconomig performance The sections
abound with corpus examples illustrating the waysvhich particular experiential domains
are exploited under metaphorization. Most impotyanhe chapter discusses the mechanisms
behind the cross-domain mappings identified indbgus data. Also, it takes a look at the
lexicographical representations of the metaphonoainings with a view to determining the
degree of their cognitive entrenchment.

Chapter 7 has been constructed by analogy to ahsigtewith the exception that it co-
vers Polish-language data.

Chapter 8 makes comparative observations and pgegeantitative (frequency) data.
That is, it brings into focus the differences aimdilarities in the metaphorical structure of the
target domains in focus, as unveiled by the Englisti Polish-language corpora. In addition
to contrasting the findings of the qualitative @®h presented in the two preceding chapters,
chapter eight deals in some detail with the quainig data shedding light on the degree of
cognitive salience and productivity of particulaappings.

Chapter 9 recapitulates all the major observatioasle in the analytical chapters and
points to some future directions in metaphor redear

10



2.From Aristotle to Lakoff & Johnson: The theory of etaphor

2.1. Introduction

The field of metaphor research has its roots imgaity, deriving from the work of the philos-
opher-scientist Aristotle, whose views on what mkta is survived in different shapes and
forms for centuries winning the hearts of numertheorists and researches in the field. The
relevant literature tends to credit Aristotle wilie so-calledeductioniststandpoint according
to which metaphorical meanings can be easily trbeett to their literal counterparts. Viewed
from this perspective, metaphor turns out to benooe than an ornamental frill employed by
poets or rhetoricians in order to impress or peatsufeir audience. It was only in 1980 that
this view of metaphor was challenged by two Amaerioasearchers George Lakoff and Mark
Johnson. In their seminal stutdetaphors We Live Blyakoff and Johnson questioned many
aspects of the traditional, Aristotelian conceptiputting forth a new theory that has become
known as a cognitive linguistic theory of metaploorconceptual theory of metaphor. The
cognitive theory of metaphor has exerted an enosmowact on metaphor research since
those early days and still provides the main pointeference in researching metaphorical
structures across different languages and cultures.

The present chapter presents an outline of thernt@ets of the cognitive theory of
metaphor as first spelled outetaphors We Live Bgnd elaborated on in a number of other
publications. However, this is preceded by a bagfount of Aristotle’s conception aimed at
finding the main differences with the cognitive ding but also at finding the cognitive traces,
which, as we believe, are hidden in Riketoric Also, the theories that prepared the ground
for the emergence of the cognitive theory, i.e.cBla interaction theory as well as Reddy’s
article on theConduit Metaphowill be given some attention, along with the gahghilo-
sophical and psychological background of the cogmiinguistic approach to language. Fi-
nally, the more recent extension of the conceptoabry of metaphor, that isonceptual
blendingwill be dealt with in passing.

2.2. Aristotle on metaphor inPoeticsand Rhetoric

As Aristotle believes all metaphors fall into orfelte four categories:

Metaphor is the application of an alien name bpgfarence either from genus to species, or from
species to genus, or from species to species, @nbipgy, that is, proportion (Poetics: Part 21;
translation by Butcher, in Nahm, 1950: 28).

In brief, Aristotle reduces the process of metapireation to substituting one word with an-
other, more colorful or vivid one. This transferynaoceed in four different ways — a more
specific word can be substituted by a more germal or conversely, a more general term

1 All the references to AristotleBoeticsare from the translation by Butcher in Nahm (1950)



may stand for a more specific one. Furthermore ,wheds marked by the same degree of
specificity can replace one another. Finally, metagoinage might involve analogy (propor-
tion), which, in Aristotle’s words, is “when thecsed term is to the first as the fourth to the
third” (Poetics: Part 21). In other words, we dbeate with the classic proportional analogy
A/C = B/D, in which the term combination A: D id@bhed to stand for term C, and the com-
bination B: C for the term A. These four types @ntsfer are illustrated with the following
examples (Nahm, 1950):
— genius to species — ‘There lies my ship’ (‘lyingasichor’ is more specific than the
more generic notion of ‘lying’),
— species to genus — ‘Verily ten thousand noble déads Odysseus wrought’ (‘ten
thousand deeds’ is more specific than ‘a large rerijhb
— species to species — ‘With blade of bronze drewyatva life and cleft the water with
the vessel of unyielding bronze’ (‘to draw awaytdto cleave’ are each sibling spe-
cies of the genus ‘taking away’),
— analogy — since old age is to life as evening idap, one can say that ‘old age is the
evening of life’.
What seems to follow from AristotleRBoeticsis that metaphors are neither indispensable nor
systematic tools for communication. Quite to thetcary, being seen as simple ontological
manipulations, they have no cognitive value and tin@jor function is that of making speech
or writing ‘more pleasing’ or ornamental. On thiew, metaphorical language is identified
with strange, unusual combinations of words, oftietating linguistic rules and having noth-
ing or, at best, very little to do with everydaynomunication. It is against this background
that Aristotle discusses the relationship betweetaphorical language and genius, making
his most famous statement:

But the greatest thing by far is to have a commafnaetaphor. This alone cannot be imparted by
another; it is the mark of genus — for to make adgmetaphor implies an eye for resemblance
(Poetics: Part 22, translated by Butcher, NahmQ19%).

Thus, Aristotle conceived of metaphor as a margesfius, an innate ability which not every-
body is endowed with. This view of metaphor as eodative linguistic extra, appropriate for
the purposes of poets seems to be subject to samddication in Rhetoric (Book 3, 10),
which is concerned primarily with public oratory @gposed to the literary language focused
on in Poetics It is in Rhetoricthat Aristotle brings to light the pedagogical ualof meta-
phors stating that:

We learn above all from metaphors. When Homer coegpald age to wheat stubble, he makes us
realize and understand that both wheat stubbleolthdge belong to the genus of things that have
lost their vigor (...). We are attracted by thosegisi which we understand as soon as they are said
or very soon afterwards, even though we had no ledge of them before, for then there is a
learning process or something very like it, buthia case of the obvious or the unintelligible there
is no learning at any time (Rhetoric, Book 3, 16ul@, 1958: 89].

2 References to AristotleRhetoricare from G.M. Grube’s (1958) translation.
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As Aristotle claims, well-structured metaphors ceyvhe truth about the world by “bringing
things vividly before the eyes” (Rhetoric, Book1®; Grube, 1958: 92) and thereby facilitate
the process of our learning new things. This statgmn turn, seems to ascribe a cognitive
function to metaphors which are apparently elevitetie role of vehicles for understanding.
As a resultPoeticsand Rhetoricpresent a somewhat conflicting view of metaphar. te
one hand, Aristotle describes metaphors in ratineplsstic ontological terms, but on the oth-
er, highlights their cognitive status by claimirmat they are not an empty word play, but an
integral and indispensable part of communicaticsh l@arning.

2.3. Max Black — the interaction theory

More explicit references to the cognitive statusnaftaphors can be traced in Black’s classic
now articleMore about metaphowhere the author’s cognitive orientation has beiculat-
ed quite openly:

My interest in this paper is particularly directedvard the “cognitive aspects” of certain meta-
phors, whether in science, philosophy, theologyoraiinary life, and their power to present in a
distinctive and irreplaceable way, insights intevihthings are” (Black, 1979: 21).

Black describes metaphor as consisting in two sifj¢hat igrincipal andsubsidiary in his
subsequent works referred to@smary andsecondaryrespectively. The focal point here is
the interaction between those two subjects definelllack as:

“Projecting upon” the primary subject a set of assted implications, comprised in the implica-
tive complex, that are predictable of the secondabject (Black, 1979: 28).

Black elaborates on his key notion of implicativemplex describing it as a term derived
from the more transparent term he used in hislaiMetaphor(1962), that is
a system of associated commonpla®ékat Black emphasizes is that the secondary suisje
not to be associated with one particular thing Wwith “a set of current opinions shared by
members of a certain speech community” (1979: R8jat is more, the primary subject must
be seen in a similar fashion. To illustrate hisnokaBlack presents the metapMARRIAGE
IS A ZERO-SUM GAME Thus, what is meant as an implicative complexhefprimary sub-
ject in this particular case is that a game isaesi, typically there are two opponents, only
one of whom wins always at the expense of the p#ret so forth. As for the primary subject,
the corresponding system depends on our interpmetaf contest, opponents, and winning.
On Black’s view ‘the associated commonplaces’ idelthe assumption that a marriage in-
volves struggle, the spouses are the contestanlg,one of whom gains the reward they
compete for (e.g., power, money, satisfaction).

As far as the ‘projection’” mechanism is concerrigldck states that only some features
of the primary subject are selected, emphasizedagahized, which is the job of ‘the maker
of a metaphorical statement.” Also, the choiceeaitéires is determined by the structure of the
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secondary subject whose features must remain iggnwowith those of the secondary sub-
ject:

The presence of the primary subject incites thedneta select some of the secondary subject’s
properties; and invites him to construct a paraftgdlication-complex that can fit a primary sub-
ject; and reciprocally induces parallel changethénsecondary subject (Black, 1979: 29).

What follows from the above specification is thiagre exists an inherent isomorphism be-
tween the structure of the secondary and primabjest’ The identification of those isomor-
phic elements seems to be the major task that im@tapakers or hearers are faced up with.
Furthermore, Black’s notion of the ‘parallel im@ion-complex’ implies the emergence of
yet another system. Thus, it is evident that facRIthe creation of metaphor involves a new
conceptual entity. However, the nature of this rmwality as well as the mechanism of its
origin adds some mystery to Black’s theory. Th&ieshas been more explicitly addressed in
the following passage.

| intend to defend the implausible contention thahetaphorical statement can sometimes gener-
ate new knowledge or insight by changing relatigpshetween the things designated (the princi-
pal and subsidiary subjects). To agree would baskign a strong cognitive function to certain
metaphors; but to disagree is not necessarily legate them to some realm of fiction (Black
1979: 39).

With this contention, Black makes an attempt tossattiate his so called ‘strong creativity
thesis’, which credits metaphorical statements waithimportant cognitive function of ena-
bling “us to see aspects of reality that the metaghproduction helps to constitutéBlack
1979: 39). In short, Black’s argumentation is baged more general assumption that objec-
tivity and subjectivity are not necessarily twoongpatible opposites; on the contrary they do
interact and metaphorical projection, as Black eores of it, might serve as the evidence of
this interaction. Consequently, Black’s answerht® guestion of the type ‘did X exist before
it was perceived?’ is yes and no. On the one hBlatk does not call into question the exist-
ence of objective reality, but on the other haral phts forward an equally reasonable thesis
that the world is necessarily “a world under a aerdescription”, or “a world seen from a
certain perspective” (Black, 1979: 39-40) and sonsaphors can create such a perspective.
This, in turn, seems to bring Black’s interactitwedry in line with the key notions of cogni-
tive experiential realism (cf. 2.5.1). Yet, anotleézar sign of cognitive reasoning that can be
traced in Black’s article, is the very notion ofémaphorical though’. Although Black does not
provide any definite solutions to the problem ohat it is to think of A as B’, his conclusion
as to the question of why such a phenomenon cotestibn essential part of our mental activ-
ity is as much simple as illuminating — “becausedapkorical thought and utterance some-
times embody insights expressible in no other tash{Black, 1979: 34).

% This statement of ‘inherent isomorphism’ betwdenttvo subjects brings to mind Lakoff's Invariafenciple.
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2.4. Metaphors we live by

Black’s illuminating, albeit vague idea that thésemuch more to metaphor than their orna-
mental or rhetoric facet has been taken up by lfakad Johnson in their classic now volume
Metaphors we live by1980). The ideas presented in the volume haveepraonfluential
enough to dominate the thinking on metaphor forosinfour decades now. The main as-
sumptions of the cognitive theory of metaphor carstommarized as follow:

— metaphors are not a matter of language, they areply a matter of thought,

— metaphor is a matter of ordinary rather than extlaary language,

— metaphors should be seen as mappings from a soarmptual domain, usually
more tangible, to a target conceptual domain, wiéchbstract and therefore less
comprehensible,

— metaphors are not random or arbitrary occurrentéobon coherent systems in terms
of which we conceptualize our experience,

— most metaphors are grounded in systematic comakatvithin our experience both
physical and cultural.

Before proceeding to a more detailed presentatidhese assumptions, a quick look is taken
at a broader context in which cognitive theory ataphor emerged, by which | mean cogni-
tive linguistics movement: an approach to langusigely that began to emerge in the 70s
providing an alternative to structural linguistansd to generative approaches, which dominat-
ed the linguistic scene at that time.

2.5. Cognitive linguistics

The emergence of cognitive linguistics must be seenbroader context of what has come to
be termedtognitive sciencelThe major goals of this multifaceted branch oéstfic endeav-
our have been delineated by Lakoff as follows:

It seeks detailed answers to such questions ast Whaason? How do we make sense of our ex-
perience? What is conceptual system and how ig#rized? Do all people use the same concep-
tual systems? If so, what is that system? If nactly what is there that is common to the way all
human beings think (Lakoff, 1987: xi).

In brief, cognitive science can be defined a disegpwhich studies human conceptual sys-
tem. It must be seen as an interdisciplinary apgroghich brings together what is known
about the mind from many academic disciplines: psiagy, linguistics, anthropology, phi-
losophy, and computer science. In the light of @gmscience none of the disciplines men-
tioned constitutes a self-contained whole. On tharary, it is the interplay of all or most of
them that reveals the true essenceagfnitivism®

“ In his volumePhilosophy in the Flesk1999), co-authored with M. Johnson, Lakoff makedistinction be-
tween first and second generation Cognitive Sciefibe former, whose origins are traced back to $9&td
1960s, is identified with paradigms such as forfoglc, generative linguistics, or information presag psy-
chology and is not considered cognitive science@roThe term is reserved for the second genetatibith
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Cognitive linguistics, one of the many facets ofmitivism, is a field which itself is
characterized by a great diversity of methodoldgassumptions, perspectives adopted and
conclusions drawn. What seems to lend some cohettenihiis multitude of perspectives is a
set of common views on the fundamental questionghait language and cognition are. They
can be sketched out as follows:

a. Language is a cognitive phenomenon which can bguadely characterized only
relative to cognitive processing in general. Thereo an autonomous linguistic fac-
ulty as maintained by the advocates of generataaition. On the contrary language
is an integral part of human cognition. As suchitst be analyzed and described in
terms of what we know about other facets of hunagnitive ability.

b. Imaginative aspects of reason — metaphor, metorgmdymental imagery are central
to language production and comprehension.

c. Reason is inherently embodied, which is to say thatconceptual systems draw
largely upon the nature of our bodily and cultweaperience. Consequently, linguis-
tic meaning must be considered relative to suclsishland culturatmbodiment

d. Conceptual as well as linguistic categories spowvtotype effect

e. Language is a matter of degree, which is to saty“timguistic relationships are not
invariably all-or-nothing affairs, nor are linguisicategories always sharply defined
and never fuzzy around the edges” (Langacker, 1988)/:As a result, the traditional
dichotomies (e.g. grammar vs. lexicon, literal figurative language, morphology
VS. syntax, semantics vs. pragmatics etc.) do aee¢ lcognitive and linguistic plausi-
bility.

f. Linguistic meaning is characterized relative tevaint general knowledge structures
(variously termed conceptual domains or cognitiveleis).

The next two sections briefly deal with the philpkiwal and psychological approaches that
provided the background for the emergence and dprednt of cognitive linguistics.

2.5.1. Philosophical background — experiential re@m & conceptual embodiment

Living human life is a philosophical endeavor. Bvénought we have, every decision we make, and
every act we perform is based upon philosophicali@ptions so nhumerous we couldn’t possibly list
them all (Lakoff and Johnson, 1999: 9).

Philosophy seems to provide the major conceptaahéworks upon which not only linguis-
tics but most academic disciplines rest. For ceésguit was the traditional Anglo-American
philosophy with its strong commitment to a priobjectivism and realism that continued to
define the context for human intellectual activdl various kinds. The cognitive science
called the major tenets of this philosophy intosjion. It did so, as the advocates of the cog-
nitive approach claim, on the basis of convergenpigcal data, that is the data obtained

began to emerge in the mid1970s. Being a relatimely discipline, cognitive approach does not seepohsti-
tute a finished or formalized theory yet. It is maralistically viewed as evolving conceptual framek,
framework that is still a subject to ongoing invgation, verification, and extension.
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from diverse empirical domains, linguistics and ghsylogy being the major sources of evi-
dence. What has come in for the strongest criti@gsenthe following ‘objectivist’ assump-
tions (cf. Johnson, 1987; Lakoff, 1987; Lakoff addhnson, 1980; Lakoff and Johnson,
1999):

— the world consists of entities with properties aalhtions holding among them; this
structure exist objectively, that is it is indepentlof human cognitive capacities,

— categories are defined in terms of necessary afiitient properties shared by all
members and they correspond to natural kind ofiestihat exist in the world,

— thought is the manipulation of abstract symbolschtdorrespond to entities and cat-
egories in the world,

— human conceptual system is independent of cogmtigeessing,

— imaginative aspects of human cognition such aspheta metonymy, mental image-
ry do not belong to the realm of concepts sincg #re not capable of corresponding
to entities in the world,

— linguistic meaning is based on the capacity ofdistic expressions to correspond to
aspects of objectively existing world,

— words have inherent meaning and designate objgatsthe of those meanings,

— meaning and rationality are transcendental — theypeyond the limitations of any
particular kind of being, which is to say that tmaéaningful thought, reason and
language are independent of the nature of humamnags.

The main objection raised by cognitive linguistsiagt these ‘objectivist’ theories concerns
the correspondences between concepts and categbreegernal reality, or rather the lack
thereof. As the author aVomen, Fire and Dangerous Thing®987) claims, there are many
categories of the mind and language that are filected in categories of the world, e.g. met-
aphoric and metonymic models which are cognitivebl, yet do not seem to have any corre-
lates in the categories of the world. The same tiighsaid about ‘radial categories’ (cf.
Lakoff, 1987) with their extension principles, thaimetaphor, metonymy and image schema-
ta which do not fit into the objectivist frameworkKet another counterargument is the exist-
ence of concepts with gestalt properties. In thbktlof cognitive research, concepts character
ized by gestalt structure are cognitively simplaart those based on individual parts (cf. im-
age-schemas). This, in turn, is in conflict withjemlivist doctrine of atomism according to
which primitive concepts have no internal structure and are ceghjtsimpler than complex
concepts. Yet, another example of category thahaiabe adequately described in terms of
objectivist framework is the category of colors. the empirical research in physiology and
anthropology has shown colours are not objectielgting properties of objects. Quite to the
contrary, they are a matter of human physiologyndive processing of human brains as
well as cultural convention. They thus fail to comh to the objectivist doctrine of categories
that exist independently of human understandings Tanclusion can be drawn on the basis
of an experiment with flashing lights conductedByrwise and Perry (1984). What the ex-
periment has shown is that when two lights arehBdsin quick successions, people see one
light, not two. Thus, what one sees is not necégsamreflection of what actually is there.
This, in turn, is in conflict with the convictiohat there must be a correlation between aspects
of mental reality and the world in its physical énsions.
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These and some other research results led cogtittiyeists to call into question the
main tenets of the objectivist paradigm. What thaye proposed instead is the philosophy of
the so calleeéxperiential realismandembodied reasofLakoff and Johnson, 1999). Its major
assumption is that human conceptual system is duptaf human experience of different
kinds, both physical and cultural. The actual shaipine world is determined by the imposi-
tion of various conceptual schemas upon exterraitye Consequently, the objectiviod’s
eye viewof reality has been discredited as an illusion.ddgnitive account, the world is not
the way it is but the way it is perceived, undesstand experienced by human beings. Lakoff
and Johnson (1999), however, make a reservatidrthteghilosophy they subscribe to is by
no means to deny the basic realism, that is thstenge of the so called objective reality.
What they subscribe to is Putnanmisernal realism — a realism from a human pointvagw.

On this account, there is mme privileged and perfect description of reality bétGod’s eye
variety, that is fromexternalperspective. What is possible, on Putnam’s vievaninternalist
perspective. It is a perspective that acknowledigasour understanding of the world is based
on our being part of it — human beings with th@nceptual powers are not passive observers
of external reality who take the stance of outsiden the contrary, they take an active part in
making sense of the world through their embodigokernce. Hence, what Lakoff and John-
son (1999) propose is the so calfgdlosophy in the fleshs opposed to thghilosophy with-

out fleshcharacterizing objectivist paradigm.

2.5.2. Psychological background — the theory of ptotypes

Categorization seems to be the central issue fgnittee science for the simple reason that
the capacity to categorize is one of the most basa fundamental human capacities. The
traditional view is that categories are based anroon properties of their members. This is
to say that things belong to the same categorgdfanly if they share certain and necessary
properties which are taken as defining the categdowever, the validity of such an ap-
proach has been severely undermined by a greatofleabre recent empirical data, which
point to a much more complex basis of this phenammen

The earliest reaction against the classical thebmategorization is generally acknowl-
edged to Ludwig Wittgenstein (1953). His classicalv example of the categogamewas
employed to undermine the traditional belief thategories are defined by common properties
of their members. As Wittgenstein pointed out, thembers of the game category represent
such a diversity that a set of common propertias Would define the category cannot be for-
mulated. Nevertheless, they are all perceived siagle, united category. The idea that mem-
bers of a category might be related to one anathearious ways without all members having
any properties in common has been termed by Wgtgarfamily resemblancessames repre-
sent such families — they resemble one anothewariaty of ways but there is no single collec-
tion of properties that all games share. (e.g. sgaraes involve luck, others skill, there are
games where competition counts most but also garhese amusement is the priority)

The subject of family resemblances was taken up dewtloped further by Eleanor
Rosch (1973, 1978). Her major contribution is tlecalledtheory of prototypesvhich is
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generally recognized by cognitive psychologisthagng revolutionized the study of catego-
rization within experimental psychology. In a séegperiments, Rosch set out to show that
thought is organized in terms of prototypes. Undeimg the classical theory that all mem-
bers of a given category have equal status, she@eshthat some members of a category are
better examples of that category than others. Thester examples, or in other words, the
most representative members of a category have ¢adksa “prototypical members”. Rosch
developed a range of experimental paradigms farstigating a number of categories (colors,
physical objects). In each of her experiments thgests defined certain members of a category
as being more representative than others. For dgaswallows or robins were considered to be
more representative of the category bird thanabstg or penguins. Such asymmetries within
particular categories as observed by Rosch havedween the label gbrototype effectThe no-
tion of prototype effect has proved extremely iefitial also in the field of language studies shed-
ding some new light on the nature of linguisticegaries (cf. radial categories).

2.6. The cognitive theory of metaphor
2.6.1. The conduit metaphor

It seems logical to start our presentation of tregomassumptions of the cognitive approach
to metaphor with a brief sketch of Reddy’s artidlee Conduit metaphof1979) which is
chronologically prior to Lakoff and Johnson’s foatidnal publication, yet gives us a taste of
what conceptual metaphors are all about.

The termconduit metaphohas been employed by Reddy to account for theweayn-
derstand the concept of communication. As has deemonstrated in this article, we tend to
conceptualize communication in terms of the comt@&nt schema. More specifically, ideas,
thoughts, meanings or feelings (put under a gereria of ‘repertoire members’) are con-
ceived of as objects and linguistic expressiorgs, ®ords, phrases, sentences (included in the
category of the so called ‘signals’) as containerghe simplest terms, the ideas are put into
words and transferred through a kind of a condaithe hearer or reader, who extracts the
ideas from the words. Reddy illustrates his ideghefconduit metaphowith numerous ex-
amples. Here are but a few of them:

It's difficult to put my ideas into words

You cannot simply staff ideas into a sentence ddyay!

Your words seem rather hollow

| feel some responsibility to get these ideas dutne they can do some good.
(Reddy, 1979: 311-316)

In addition to this so called ‘major’ version oftimetaphor, in which repertoire members are
always put into a container, Reddy comes up wiéh‘thinor’ framework, in which the con-
tainer aspect does not feature and ideas or feeling..) flow, unfettered and completely
disembodied, into a kind of ambient space betwasnam heads” (Reddy, 1979: 291). Here
are some examples:
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Put those thoughts down on paper before you la=@.th
Mary poured out all of the sorrow she had beenihgldh for so long.
That concept has been floating around for decd&esidy, 1979: 291)

Reddy’s conclusion to his lengthy discussion isarobptimistic one. The author, being fully
aware of the prominent position the conduit metapgazupies in how the process of com-
munication is conceptualized but also realizinglgficiencies, states what follows:

We have the mistaken, conduit-metaphor influended that the more signals we can create, and
the more signals we can preserve, the more idedtravesfer” and “store”. We neglect the crucial
human ability to reconstruct though patterns onhtasis of signals and this ability founders. (...).
In the simplest terms, the conduit metaphor letsidnu ideas slip out of human brains, so that,
once you have recording technologies you do nad heenans any more (Reddy, 1979: 310).

The idea of the conduit metaphor has been foundeipaate by Lakoff and Johnson (1980:
10-12) whose major objection is that the metapleopants only for prototypical situations in
communication. This criticism, however, has beeanteracted by Krzeszowski (1997: 170-
176), who proposes a less schematic interpretafiéteddy’s framework according to which
the key notions, i.eobject containerandsendingshould be treated as general categories that
might be instantiated by a number of subordinatéons. Thus, the category of objects con-
sists in an infinite set of more specific conceqish as tools, weapons, materials and so forth.
Similarly, the highly schematic concepts of congaiand sending can be instantiated by tri-
plets such as box, parcel, pocket/ mailing, sellorgending, respectively. What Krzeszowski
proposes is that such non-schematic interpretatiadhe metaphor makes it well equipped to
account for most communicative situations, inclgdinose less prototypical ones. The point,
however, is that Reddy’s framework does not seenbeoin conflict with such a non-
schematic approach. It would be a fallacy to asstiraenotions such asbject, containeor
sendingcan be at all viewed in ways other than as somergécategories to be filled in with
some more specific instantiations. Consequentby,aihjections concerning the limited scope
of the conduit metaphor might be dismissed asawvaait.

Whatever the strengths and the weaknesses of tiduitanetaphor we might voice,
one thing cannot be denied — Reddy’s account nmarksnportant step towards the cognitive
approach to metaphor. It is mainly because it lwemith the long-standing conviction that
metaphor is primarily a matter of poetic and rhiedrlanguage. The bulk of linguistic mate-
rial presented by Reddy is the evidence that theosige is true, namely that metaphorical
expressions are very much a part of normal everyebdgon and not deviant expressions of
poetic imagination.

2.6.2. Metaphor, cognition and language
Cognitive approach sees metaphor as a major amspersable part of our ordinary, conven-

tional way of conceptualizing the world. Accordit@ycognitive linguists, metaphors are not
merely a matter of language, but first and foremasnatter of thought and reason and their
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major function is that of vehicles for understamgdabstract concepts and performing abstract
reasoning. As the proponents of cognitive approagkal in their numerous publications, an
unimaginably large number of everyday conceptanftbe most basic ones such as time,
states, change, causation and purpose to the oysstcated scientific theories, can only be
comprehended via metaphor. The mechanism bahitdphorical thoughhas been defined
by Lakoff and Johnson as “understanding and expeing one kind of thing in terms of an-
other” (1980: 5). Such a perception, in turn, fitsvith a more general cognitive theory that
nothing is meaningful in itself (cf. 2.5.1). Quite contrary — things owe their meaning to dif-
ferent types of experience: bodily, environmentaltural. Most importantly, those patterns
which obtain in our physical experience are pr@gddty metaphor onto abstract domains of
human experience. More specifically, metaphors tenlde defined as cross-domain concep-
tual mappings in the course of which one concepdoahain, typically physical or tangible
(labeled as source or donor domain), is projectedappedonto another conceptual domain,
usually more abstract and thus less clearly deétkeim our minds (termed target or recipient
domain). Furthermore, the relationships betweesetiteyo domains tend to be specified in
terms of more or less extensive sets of ontologioalespondences. By way of illustration, let
us look at the well-worn metaph@OVE IS JOURNEY represented in language by expres-
sions such as: Our relationship has hiead-end street.ook how far we’'ve coméNe can’t
turn backnow, It's been &ong, bumpy roagd We're at the crossroadstc. Thus, a pattern of
inferences from the source domain of journey iteoééd in the target domain of love. More
specifically, the conceptual mappingdVE IS A JOURNEY involves or consists of corre-
spondences such as: lovers are travelers, lovees @re destinations, love relationship is a
vehicle, difficulties in the relationship are impeents on the journey, etc. Thus, whenever
the term conceptual metaphors is used it standa $et of correspondences by way of which
source domain entities are mapped onto target doamities.

It follows clearly from the above example that tietion of metaphor should be consid-
ered at least at two levels which might be refetoeds cognitive and linguistic. Contemporary
metaphor theorists typically use the term ‘concalptaetaphor’, ‘metaphorical concepts’ or
simply ‘metaphor’ to refer to the former, that i@gs-domain mappings in our conceptual sys-
tems and the term ‘metaphorical expressions’ terr&f linguistic manifestations of those un-
derlying mappings. Seen from this perspective, pietacal expressions perform the important
function of allowing us the access to the undegyimetaphorical structure of our thought.

2.6.3. Experiential grounding of conceptual metaphs

The essential question to be addressed at this {goihe one concerning the ways by which
the links between dissimilar conceptual domainsfamamed, which tends to be referred to as
experiential grounding@f metaphors. The literature in the field (cf. b&#k1987, 1993; Lakoff

and Johnson, 1980; Lakoff and Johnson, 1999) séminave given most attention to the so

® The literature in the field typically uses mnenmMARGET DOMAIN IS A SOURCE DOMAIN (e.g. LOVE
IS A JOURNAY) to talk about conceptual metaphorerdas metaphorical expressions are simply itatictre
underlined.
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called experiential correlationsOne of the most frequently employed exampledésdne
illustrating the correlation between the vertickvation of physical entities and an increase
in the quantity of those entities. More specifigalf there is a certain amount of liquid in
a container and more liquid is added, the levehefliquid rises. Another illustration might
be piling things — the more objects we add to akstdhe higher it becomes. As a result, hu-
mans frequently experience greater quantity in $eofnan increase in vertical elevation. Yet
another example might be the natural bond betweemrxperience adeeingandknowing It
goes without saying that the vast bulk of knowledge have about the world is gained
through vision. The sense of sight, being our melgible source of information, allows us an
unlimited access to information about entities egldtionships that hold in the world. Conse-
guently, there is a tendency to conceptualize thteon of knowledge in terms of seeing or
sight.

Experiential correlations like the ones just memtid are ubiquitous in our everyday
experience. Due to their recurrent nature, theyltas the formation of strong conceptual
links between clearly distinguishable and in marmaysvdissimilar concepts such\asticality
andquantityor seeingandknowing This in turn, gives rise to conceptual metaph@RE IS
UP andKNOWING IS SEEINGrepresented in language by an enormous diversigxpfes-
sions (e.g. Priceswent up Inflation skyrocketedl seewhat you mean or Higerceptionof the
matter surprised us all).

In addition to correlations in experience, the natf the conceptual links between dis-
tinct domains is traced back to some sort of smitylar resemblance between those domains
(Grady et al., 1999; Kdvecses, 2002). Kévecsesq20R), for example, gives the example of
LIFE IS A GAMBLING GAME metaphor and suggests that there is, what he “‘patseived
structural similarity” between the source domaingambling and the target one of life, e.g.
we view our actions or decisions as gambles, caresemps of those actions are either losing
or winning, etc. This account inevitably bringsrond the traditional theories of metaphor
based on the assumption that figurative languagesion similarities between entities. There
is, however, an essential difference between theeeperceptions. Namely, the traditional
approach is concerned with tracing preexistingnather words, objectively existing similar-
ities between entities whereas the cognitive amtrgaeints out that there are resemblances
that areperceivedby humans even if they do not exist in the physsemse (as for example
between life and gambling game). Thus, the notibpreexisting similarities is contrasted
here with that of resemblances as they arise imihes of human beings. This, in turn, might
lead to the conclusion that “(...) some metaphorsiatédased on similarity but generate sim-
ilarities” (Kovecses, 2002: 72).

Although the notion of ‘perceived structural similiees’ as presented above does not
seem to provide us with anything like a completd aanvincing account of the processes
behind ourunderstanding one kind of thing in term of anothgat it reinforces the logical
intuition that there isome kind osimilarity between perceptually distinct entitigarticipat-
ing in metaphorical mappings of various kinds. Wkiad of similarities they are and how
they arise in our minds is the area that undouptedrits further explorations.
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2.6.4. Kinds of metaphors

A mention should be made at this point of differeategories of conceptual metaphors as
distinguished by Lakoff and Johnson (1980) on th&dof their cognitive function:

— ontological metaphors involve understanding abstract expesgiactivities, ideas,
emotions) in terms of objects and substances.heratords, their cognitive function
is that of giving ontological status to abstrachaepts. For example, the general
conceptual metaphdNFLATION IS AN ENTITY allows us to conceptualize the ab-
stract notion of inflation in terms of what we kn@alwout physical entities. As a re-
sult, it is possible to say that inflatias loweringour standard of living’, inflatioms
backing usor inflation istaking its toll The point is that without the underlying on-
tological metaphor as mentioned above we wouldbeoable to enter a meaningful
relationship with the abstract notion of inflatioAs the authors oMetaphors We
Live By emphasize, the number of ontological metaphorausesis enormous and
their role in dealing rationally with the abstraart of our lives cannot be overem-
phasized. Yet they are “so natural and so pervasiver thought that they are usual-
ly taken as self-evident, direct description of taéphenomena. The fact that they
are metaphorical never occurs to most of us” (Lol Johnson, 1980: 28).

— structural metaphors are the cases when one complex corgceptictured in terms
of another complex concept. One of the most fretipaited examples is the con-
ceptual metaphokRGUMENT IS WAR whereby a range of different aspects associ-
ated with the source domain of war is reflectethm target domain of an argument
giving rise to a multitude of conventional linguéséxpressions such as: Your claims
areindefensible He attackedevery weak point in my argument, His criticism aer
right on the targetlt has to be pointed out here that structuracepts, as the name
suggests, provide much more conceptual structdhiag the ontological ones which
function on a more general level of cognitive pssieg.

— orientational (or spatialisatior) metaphors employ human basic spatial experience
(e.g. up, down, front, back, center, peripherykasgrce domains giving rise to con-
ceptual metaphors such @8PPY IS UP or SAD IS DOWNSimilarly to ontological
metaphors, orientational concepts are marked bgxaaptional productivity and di-
versity of related linguistic expressions, e.g. feslingup; My spiritssank We hita
peaklast year, It's beedownhill ever since. Orientational metaphors should be seen
in a broader context of the so called image-schewt@aphors which are briefly dealt
with in the next subsection.

— personificationsvhereby we understand nonhuman entities in tefmhsiman moti-
vations or characteristics. It is a general catggbat covers a wide range of meta-
phorical expressions, each picking out differemieass of a person. For example, the
general concegNFLATION IS A PERSONcan be further specified #8FLATION IS
AN ADVERSARY giving rise to expressions such as: Our biggesimyright now is
inflation; Inflation hasattackedthe foundations of our economy.
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2.6.5. Image-schema metaphors

As mentioned in the preceding section, there exgsnge of metaphors which employ very
general experiential constructs typically refertedas image-schemas (also schemas, or
schemata). The notion of image-schema has beearatald on in some detail by Mark John-
son in his 1987 volum&he Body In The Mind: The Bodily Basis of Meaningggination,
and ReasonJohnson derives his conception of schemata fromriggnal use by I. Kant who
understood it as non-propositional structures afgimation. Kant’s extensive account of im-
agination has provided Johnson with some backgramthe basis of which the following
definition has been formulated:

An image-schema is a recurring, dynamic patterowf perceptual interactions and motor pro-
grams that gives coherence and structure to owrexqee (Johnson, 1987: xiv).

In his lengthy elaboration of the above statemehindon (1987) makes the following key-
points about image-schemas:
— they are structures that emerge at the level okiphl functioning of our bodies
(perception, movement),
— they perform the function of structuring and orgamy our experience so that we can
comprehend and reason about it,
— they are not the same as mental images in thatateeynore abstract and more gen-
eral than concrete images, consisting of a smafiber of parts and relations,
— they are flexible structures that can be “modifiedit many similar, but different,
situations that manifest a recurring, underlyirrgaure” (Johnson, 1987: 30).
Let us illustrate these points with some exam®es.example, the PATH schema has been
described as consisting of three parts: a source# poa terminal point B, and a force vector
moving from A to B (‘a relation’). Here is a diagnanatic representation of this pattern:

A B

»
|

Fig. 2.1.The Path schema

Such a schema is referred to as a dynamic, ‘retusteucture’ that is repeatedly employed in
seemingly different situations, e.g. walking fromeoplace to another, throwing a ball to
someone, giving somebody a present, or even thengelf ice into water. The point is that
all of these events are structured by the sameriyimtg schema with the same ‘parts’ and
‘relations’® In a cognitive view, schemas, as the one justritest; perform a twofold func-
tion — they give coherent structure to our bodilpwements and interactions of various kinds,

® This dynamic nature of image schemata seems te ingportant implications for the theory of meanihgthe
light of cognitive research, meaning is not meieltatic imposition of certain prepositional stiwes on corre-
sponding aspects of reality. Quite contrary, iaisevolving procesg¢Johnson, 1987), which is to say that it is
constantly created rather than superimposed byi@mnal force. Viewed from this angle, human expece in
its most basic form lies at the heart of the prea#sneaning creation.
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but they also tend to be projected metaphoricatliio abstract domains of understanding,
which constitutes the essence of conceptual meta@sodealt with in the preceding sections.
A mention should be also made here of other imageraas which are often utilized in
metaphorical mappings of different kinds. They udld structures labeled &g/ DOWN,
FRONT/BACK, CONTAINER, PART/WHOLE, CENTER/PERIPHERY.ONTACT, LINK, BAL-
ANCE. As can be seen, most of these schemas are bifidhould be noted that this bivalent
structure of image-schemas tends to be grantedogigal status. In other words one of the
poles is referred to as ‘plus’ (positive) and tlhieep as minus (negative). This conception is
traced back to a range of experiential correlatiassociated with particular schemata. To
give an examplgJP orientation tends to correlate with positivelyded experiences such as
growth, erect posture or state of physical welageDOWN spatial orientation, on the other
hand, might be associated with horizontal posturelwve assume when we are ill or when we
die, which, in turn gives rise to the minus loapi¢glly assigned tdOWN image-schema (for a
discussion of the axiological parameter of imageesta see Krzeszowski, 1997: 108-13).

2.6.6. Dead vs. conventional metaphors and convemtial vs. novel metaphors

An objection one might voice is that the notioncohventional metaphors as used by cogni-
tive linguists is a substitute for that of dead apéiors, that is expressions that once were met-
aphorical but have become frozen into literal egpi@ns. Such a view has been, however,
strongly opposed by Lakoff and Johnson, who cldiat the metaphors they deal with are
“alive in the most fundamental sense: they are pietes we live by. The fact that they are
conventionally fixed within the lexicon of Englishakes them no less alive” (Lakoff and
Johnson, 1980: 55). The authorsMétaphors We LivBy associate the notion of metaphors
‘being alive’ with their systematic and productivature, which is to say that a single concep-
tual metaphor typically gives rise to a range dfedent linguistic expressions. Dead meta-
phors, on the other hand, are identified with imaidiosyncratic instances such as ‘foot of
the mountain’. On Lakoff and Johnson’s accountribigon of ‘foot’ represents a single, idio-
syncratic instantiation dIOUNTAIN IS PERSONmetaphor in that no other body parts (e.g.
shoulders, head etc.) are employed in the mappiakpff and Johnson, 1980: 54). The issue
of deadandlive metaphors has been further addressed by Lakofflandson in their 1999
publicationPhilosophy In The Flestwhere a diachronic side of this problem is brdugh
light. So dead metaphors are described there gsisitic expressions that became a part of
language a long time ago as a product of onceeactimceptual metaphor. Subsequently, the
conceptual metaphor ceased to exist and the expmespreserved only the target domain
(that is metaphorical) meaning. One of the examiplesauthors employ to illustrate this point
is the wordpedigreewhich comes from Frengbed de grigfoot of a grouse). The word de-
rived its meaning from image metaphor in which itin@age of a grouse’s foot was mapped
onto the family tree diagram, which had the sanmeegd shape. The family tree became to be
known as goed de grisand came to be spellgubdigree Nowadays, the grouse’s foot has
ceased to exist as a source domain and thus pdiv@f our conceptual system. Pedigree thus
lost its source-domain sense — a grouse’s. #lbthat has remained is tHfamily-treemean-
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ing, the grouse’s foot being no longer called byglish speakers ped de grigcf. Lakoff and
Johnson, 1999: 124-12500n this account, cases like the one just desciabedlistinguished
from instantiations of various conceptual metaphsush ad. OVE IS A JOURNEY, where
both the target and the source domains are coghitieal and even keep producing more
examples of new metaphorical expressions. It isipedy this generative nature of metaphori-
cal concepts that serves as an important distihgwscriterion while arguing for their cogni-
tive status.

The aspect of productivity of conceptual mappings heen also employed to account
for, what Lakoff termspovel metaphors which are described as extensions ofectional
metaphors. One of the examples might be the sang“We are driving in the fast lane on
the freeway of love” (Lakoff, 1993: 210). Despitetbbeing conventionally fixed in the lexi-
con, this phrase can be easily comprehended obasie of its association with the deeply
entrenched conceptual metaph@VE IS A JOURNEY.

In addition to novel extensions of conventional apétors, Lakoff distinguishes the cat-
egory ofimage or one-shotmetaphors, which arise when one conventional inageapped
onto another, as in the well-worn example “My wifewhose waist is an hourglass” (Lakoff,
1993: 229). Given that conventional images are gpsgcific and rich in detail, the likelihood
of their replication and thus becoming conventiguett of our lexicon is minimal and this is
precisely what makdmagemetaphor®ne-shoimetaphors.

2.6.7. The Invariance Principle

In his 1993 articleThe Contemporary Theory of Metaphdakoff specifies the nature of
conceptual mappings by means of what he termaragiance Principle according to which:

Metaphorical mapping preserves the cognitive tygwl¢that is, the image-schematic
structure) of the source domain in a way consistétiit the inherent structure of the tar-
get domain (Lakoff, 1993: 215).

The major function of the Invariance Principle gt of ensuring that the ontological corre-
spondences between the source and target domaipreserved under metaphorization in
such a way that the structure of the target donsammot violated. One of the examples em-
ployed by Lakoff to illustrate this point ISLASSICAL CATEGORIES ARE CONTAINERS
metaphor, which allows us to map the logic of comes onto the logic of categories. More
specifically, the classical syllogism “If X is irategory A, and category A is in category B,
then X is in category B” is derived from the cogrettopology of containers, which is of the
form: when an object X is in container A, and cama A is in container B, then X is also in
container B. Other examples that show the Invaadenciple at work might be the expres-
sions instantiatindCTIONS ARE TRANSFERSonceptual metaphor such as ‘give someone a
kick’, or ‘give someone information’. As Lakoff ekpates, the Invariance Principle allows us

" The authors oPhilosophy in the Fleshut emphasis on the limited number of dead metaptiaiming that “it
takes some effort to come up with such cases” (ffawa Johnson, 1999: 125).
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to understand why someone wisaiven a kiclkdoes nohaveit and why someone who gives
information does ndbseit. Under Lakoff's explanation it is our knowledgéthe target do-
main of actions that limits what can be mapped. égpecifically, we know that actions do
not exist after they take place, which, in turmits the mapping opossessing@r losing in-
ferences inherent in the logic of the source donoaito the target domain of actions. These
and other examples make Lakoff arrive at an optimeonclusion that “this general principle
explains a large number of previously mysteriousithtions on metaphorical mappings”
(Lakoff, 1993: 216}

The Invariance Principle has been elaborated oKragszowski (1997) who has ex-
tended Lakoff's formulation so as to account foe #xiological aspect of metaphorically
structured concepts:

A given configuration of PLUS-MINUS poles in theegonceptual image schemata from which a
particular concept arises is preserved in therayisoncept, whether directly meaningful or meta-
phorically extended (Krzeszowski, 1997: 161).

2.6.8. Metonymy

The four major types of metaphorical concepts stedi in section 2.6.4 are typically supple-
mented with the category of metonymy — the casemnvame entity is used to refer to another
that is related to it, as in Lakoff and Johnsor'880) picturesque example ‘The ham sand-
wich is waiting for his check’ (where the ham sarmawstands for the person who ordered the
sandwich).

Synecdoche, which brings into focpart for the wholeaelationship, has been classified
as a subtype of metonymy and documented with nwmseggamples, e.g., We need a couple
of strongbodiesfor our teams (bodies standing for people), oe Bvnewset of wheelgset of
wheels standing for the whole car) (cf. Lakoff @wmthnson, 1980: 36).

Metaphor and metonymy are consistently treated ddyoff and Johnson as related but
fairly distinguishable concepts. The former is didmz as a way of conceiving one thing in
terms of another and it is typically assigned tlewaed function of a vehicle for understand-
ing. Metonymy, on the other hand, is described agny a primarily referential function,
“that is, it allows us to use one entitysgmand foranother” (Lakoff and Johnson, 1980: 36).
However, the authors d¥letaphors We Live Bgnake a reservation, that in addition to this
major referential role, metonymies can also semeeftinction of providing understanding in
certain contexts. One of the examples illustrating point might be the statemeiiihe Times
hasn't arrived at the conference yet’ whéte Timesstands forsomething moréhan some
reporter, namely the use of tiSTITUTION FOR PEOPLEmetonymy allows us to grasp the

8 It should be observed here that the Invarianceciie has come in for some criticism in the cemtewhich
we find the terminological aspect, namely the insfgien with which the key notionscegnitive topology of the
source domairandinherent structure of the target domairare dealt with by Lakoff (for an overview of this
criticism see Libura 2000: 63-66).

° As can be seen, metonymies typically make uséefptepositiorfor, instead of the copula characterizing
metaphorical concepts.
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importanceof the institution the reporter represents (Lakaitl Johnson, 1980: 35).This, in
turn, testifies to the important role metonymy lay the creation of meaning.

It should be concluded here that the most cruaiférénce between metaphor and
metonymy seems to lie in that the former involwee distinct conceptual domains whereas
the latter occurs within a single domain.

2.6.8.1. Goossens on metaphtonymy

According to Goossens, there are cases in whiclligtection between metonymy and met-
aphor can hardly be made as these two are clageigwined (cf. Goossens., 1995: 158-174).
The instances of such interactions have been tebypé&bossenmetaphtonymwnd explored
within a database of figurative expressions assedtiavith the domain of linguistic action.
This investigation has led Goossens to distinga@hne general categories of metaphtonymy
which have been labeled asetaphor from metonymgnd metonymy within metaphofhe
former has been described as the cases whereishangossibility for double interpretation,
that is a given expression can be seen as eith@&phwr or metonymy. In other words, the
two domains (donor and target) can be conceptuhbzejoined together on some occasions
(metonymy) and as being dissociated on others @heta The examples illustrating this
pattern come from the source domain of non-linguistman sound. One of them might be
‘Oh, dear’, she giggled, I'd quite forgotten’. Oro@sens’ view, one interpretation of this
statement is that she said thikile giggling, in which case we have to do with a syloahic
relationship —part for the wholehence a metonymy comes into play. The other pibisgiis

as if giggling interpretation, in which case we haveltowith metaphoric reading. In general
terms, metaphor from metonynpattern involves two distinct domains, hence wergeta-
phors, yet with the accompanying awareness of thetonymic origins. In the case of Goos-
sens’ corpus this means that both the non-linguestd the linguistic action readings are pos-
sible, the metonymic reading being the basis femtietaphorical use. Goossens (1995) attaches
the following visualization ofhe metaphor from metonyr(y. 165):

Fig. 2.2.Metaphtonymy: the metaphor from metonymy (Goos4€985)

Metonymy within metaphpon the other hand, has been described as ooguvhien “a met-
onymically used entity is embedded in a (complextaphorical expression” (Goossens,
1995: 172). More precisely, this pattern involveshared element, that is the entity which
functions both in the target and in the source domihe diagrammatic representation of this
pattern is as follows (Goossens, 1995: 170):
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Fig. 2.3.Metaphtonymy: Metonymy within metaphor (Goosser885)

The shared item has been represented as x — diffgexl as x and x’ in the recipient and
target domain respectively. The linguistic instattin of this pattern include expressions
such as: ‘bite one’s tongue off’ (be sorry for wioake has just said), or ‘shoot one’s mouth
off’ (talk foolishly about what one does not knowoait or should not talk about). In the for-

mer example tongue can be interpreted literalihendonor domain in terms of a painful self-
punishment, however, it is rather unlikely intetpt®on. On Goossens’ account, when
mapped onto the target domain of linguistic actite expression comes to mean ‘deprive
oneself of one’s ability to speak’. Under such liptetation tongue stands metonymically for
the speech faculty as a whole, which entails tiséafiary definition ‘be sorry for what one

has just said'’. In the latter example foolish ocamtrolled use of firearms is mapped onto the
target domain of linguistic action. Mouth is reiqested as having properties of a gun and
hence undergoes metaphorization in the target donhaithe recipient domain, on the other
hand, mouth is used metonymically for speech fgc@bnsequently, the general pattern that
Goossens tries to draw our attention to is thasstiered element functions metonymically in
the target domain only; in the donor domain inieipreted either literally or metaphorically.

2.6.9. Neural processing and metaphor

Cognitive scientists do not seem to be content Whighfindings on the nature of metaphors as
they are manifested in thought and language. Theyaqually interested in neural aspects of
human brain that lie behind the mechanism of metapal projections. In their attempt to
account for such a mechanism Lakoff and Johnso89(1497-55) turn to the so called theory
of conflation The conflation theory assumes that conceptuahphetrs arise in two stages —
conflation and differentiation. As the investigatsointo neural aspects of human brain show,
young children do not distinguish between sensaiemand nonsensorimotor experience (the
latter being termed by Lakoff and Johnson as ‘silve experience’). They treat these two as
a unified whole when they occur together. For exantpe experience of affection is typical-
ly associated with the warmth of being held in thether’'s arms. The child does not distin-
guish between these two different domains as he#gperiences them in his or her early
stages of life. It is only at the further stageslefelopment that the child is able to separate
sensorimotor and more abstract types of experigheegprmer being perceived as the source
domain and the latter as the target domain. Theitapt point, however, is that already dur-
ing the conflation stage neural connections arabéished across the neural networks that
define different conceptual domains. These conoestiare permanent and they persist
throughout the subsequent stages of a person’sebidting in metaphorical mappings of dif-
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ferent kinds. For example, the neural connectidwéen the domain of affection and warmth
of being held as described above results in linguexpressions such asarm smileor close
friend which enter a child’s lexicon much later than piysical concepts of warmth or close-
ness. The important point is that metaphorical rsitss of this kind are possible only be-
cause permanent cross-domain connections developrimeural systems through mundane
everyday experience early in childhood.

Yet, another theory that Lakoff and Johnson fattkban is Srini Narayanan’seural
theory of metaphowhich views metaphorical process as a sequenoewtfl activations of
the following kind:

(...) some sequences of neural activations, A, resdlirther neural activation, B. If B is connect-
ed to a neuronal cluster, C, in the network thatratterizes another conceptual domain, then B
can activate C. In the theory, this constitutesegaphorical entailment; C is metaphorically linked
to B, since it is another conceptual domain; tremeethe activation of C is a metaphorical entail-
ment (Lakoff and Johnson, 1999: 47).

Narayanan (1997) also specifies the direction efattivation which is always from the sen-
sorimotor domain to the domain of subjective angstmore abstract experience. The theory
assumes that this one-way flow of activation coaesa result of the different degree of neu-
ral complexity that characterizes sensorimotor and-sensorimotor domains, the former
having many more inferential connections, and floeeea greater inferential capacity than the
latter. As a consequence metaphorical projectioasso one-way phenomena, the mapping
being from the source to the target. For example,conceptual metaph®ORE IS UPal-
lows for reasoning about quantity in terms of \ality. The reverse, however, is not true —
we do not reason about verticality in terms of ditgnThese and some other findings of neu-
ral science have led Lakoff and Johnson (1999ptmdilate yet another definition of meta-
phor which states what follows :

(...) metaphors are neural connections learned bstization. They extend across parts of the brain
between areas dedicated to sensorimotor expergntthe areas dedicated to subjective experience.
The greater inferential complexity of the sensargl enotor domains gives metaphors an asymmetric
character, with inference flowing in one directammly (Lakoff and Johnson, 1999: 57).

2.7. Fauconnier & Turner’s theory of blended spaces

Another contribution to the theory of metaphorhis framework proposed by Fauconnier and
Turner (1994, 1998) which tends to be referredstthatheory of blendingr conceptual in-
tegration This framework shares many of the important aspetthe conceptual metaphor
theory, as described in the sections above. Fanpbea both approaches highlight conceptual
rather than purely linguistic status of metaphard both treat metaphors as systematic pro-
jections of imagery and inferential structure betwelifferent cognitive domains. The most
important innovation introduced by Fauconnier angn€r, ismany-space&onception of met-
aphorical mappings instead of theo-domainmodel as proposed by Lakoff and Johnson.
Fauconnier and Turner’'s main idea is that metaphorsive a complex of mappings with
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multiple spaces in conceptual integration networkssee how the blending theory works, let
us consider briefly the well-worn metaphor ‘Thegaon is a butcher’ (cf. Grady et al., 1999:
103-107). If we look at this metaphor in terms loé direct projections from the source do-
main of butchery onto the target domain of surgery,end up with a series of correlations
such as ‘a butcher’ and ‘a surgeon’, ‘animal’ apdtient’, ‘cleaver’ and ‘scalpel’, and so
forth. The deficiency of such an approach, as tepgnents of the conceptual blending theo-
ry maintain, is that it does not address the furetatal issue of the metaphor's meaning,
namely that the surgeonirscompetenas this inference cannot be traced back to themot
butcher (who might be highly competent at what bes). Consequently, Fauconnier and
Turner propose a four-space model to account fctimplexities of metaphorical meanings.
In their view, metaphorical projections involve thetivation of two ‘input’ spaces, which
roughly correspond to Lakoff's source and targehdms, as well as the so called ‘blended’
and ‘generic’ spaces. The mapping proceeds in ausfay that the structures from the two
inputs combine to produce an independent blendadesfrhis happens under the structural
constraints of the ‘generic’ space, which contaitnscture shared by the two input spaces.

To gain a better understanding of this complex nmapgdet us look back at our exam-
ple. Thus, from the source input (butchery) thenBlanherits the conceptualization of the job
of a butcher (e.g. the activities he performs amais) and from the target input (surgery) the
identities of the surgeon and patient and perhapsedetails associated with the place, that is
operating theatre. What the two inputs have in comm the use of a sharp object to perform
a procedure on some other being, which constititesontent of the generic space (which
performs a coordinating function here). So wherjgating the content of the inputs into the
blend, we end up with an image of a butcher in p@&rating room, which in turn, brings to
mind the target notion of incompetence.

What Fauconnier and Turner put emphasis on isthieafuxtaposition of the input con-
tents leads to the emergence of a new quality witine blended space and it is precisely this
new property that gives us a conceptual handleherstirface meaning of metaphorical ex-
pressions.

Furthermore, Fauconnier and Turner (1998) lay et optimality principles’ of con-
ceptual blending — constraints that delimit whahé&ans for a conceptual integration network
to be conceptually well-formed.These are:

— Theintegration constrainwvhich states that blended elements should belyea-
nipulated as single conceptual units. In other wpttie elements in the blended
space should form a well-integrated scene;

— Thewebconstraint which insures that the connections betvitbe newly blended el-
ements and their original inputs are preserved,

— Theunpackingconstrain which states that one who compreherelsitiergent prop-
erty of a blend should be able to trace it backawstituent spaces and connections;

— Thetopologyconstraint which assumes that elements in thedbdéould participate
in the same sorts of relations as their countesparthe inputs;

19 Optimality principles as put forth by Fauconnieddalurner seem to serve the same function as L'akioff
variance Principle.
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— The good reasonconstraint which ensures that concepts particigaitn the blend
can be granted significance or relevance by vidugheir connection to other ele-
ments of the blend.

It should be concluded here that while some rekeascconsider Fauconnier’'s concep-
tual blending and Lakoff's two-space perspectiven@taphor as competing frameworks (e.qg.
Coulson, 2000), there are also those who see soteat@al value in treating them as two
complementary approaches. Grady et al. (1999)efample, concluding their lengthy dis-
cussion of the relationships between these twoegtians state what follows:

If we establish that the findings of CMT [cognitimeetaphor theory] and BT [blending thedry]
are consistent, the potential rewards are sigmificgince this allows us to unify two streams of re
search into a more general and comprehensive tesgatof linguistic and conceptual phenomena

(Grady et al., 1999:123'F.

" parentheses are mine
12 For a more in-depth comparison of conceptual ntetatheory and the blending theory see Grady &18P9:

101-124).
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3.Linguistic variation and Language for Specific Pugses

All the diverse areas of human activity in-
volve the use of language. Quite understand-
ably, the nature of forms of this use are
just as diverse as are the areas of human ac-

tivity....
(Bakhtin 1986: 60)

3.1. Introduction

Variability is an inherent feature of natural laages. Far from being monolithic entities, all
languages comprise many varieties. Most of thigtian is highly systematic, which is to say
that language users make linguistic choices depgrai a number of non-linguistic factors.

A broad distinction is made betweeseranduserelated varieties. The former category
embraces a range of dialects both geographic andls®he latter, on the other hand, is con-
cerned with particular situational context or conmmeative purpose and is typically referred
to as register. Since dialectal differences haveetevance to the present discussion, in the
subsections to follow our major focus will be omrigdes associated with speaker’s purpose
in communication and the production circumstartées.

It must be pointed out in this introductory sectithriat there exists a broad range of
terms associated with the topic of linguistic vaoia and there seems to be no unified ap-
proach to defining those terms. Some of those &eyig such as register, genre, and text type
will be briefly sketched out in the present chapeath an indication of the theories they refer
to and the significance they have for the field_ahguage for Specific Purposes (henceforth
LSP) and English for Business Purposes (henceEtR) in particular.

3.2. Register, genre and text type

As Biber (1988:7) notes “text types differ from i=grs in that they are defined in linguistic
rather than situational terms.” Consequently, di@aar register might embrace a number of
different text types that exhibit specific linguespatterns. Registers tend to be defined in
terms of three major constituent components, thdield (topic), mode (written, or spoken)
and tenor (formal to informal). They are brieflyattewith below(cf. Halliday and Hasan, 1990).
— Field (or province)is concerned with the subject matter of a commatiie event. It
can range from everyday conversations to highlyisfized topics. The latter form
of communication, typically referred to as techhiaggisters, is inextricably linked

'3 The Prague School of Linguistics with their funal approach to language description seems thebérst
to have put special emphasis on factors, otherdgeagraphical that can be directly related to #ingd variety of
linguistic behavior.



to the speaker’s or writer’'s education or expemeat particular specialist fields. It
must be noted, however, that there is no agreeoretite number and scope of those
specialized fields. Those most commonly referrechttude: science and technolo-
gy, medicine, law, business and economics. Theseyrn, might be further subdi-
vided into a range of even more specialized areas, (Qenetic engineering, zoology,
management).

Personal teno(status or style) refers to the formality of armyem piece of language,
which may range from formal through informal andlaguial to slang. Formality
choices are often determined by the type of relatip between the sender and re-
cipient. In essence, the closer the relationstip, less formal the language used.
Conversely, the more distant the personal relatipnghe more formal is the tenor
likely to be. It should be noted here that thersame controversy as to the number
of stylistic levels to be distinguished and thesslfication of linguistic items as be-
longing to one of them. Consequently, such classifins are done largely on intui-
tive basis:* It should be also pointed out that most of thejlemge used is stylistical-
ly neutral, thus none of the tenor labels can techéed to them. This seems to be the
case with the bulk of LSP writing or speech whastess typically neutral and un-
emotional. Yet another point is that LSP commumicatan take place at different
levels of ‘specialization’, which also exerts som#uence on the style adopted.
Thus, learned/ research journals written by expants aimed at experts in a given
field, popular science publications aimed at sexpieets and finally special interest
columns in general newspapers and magazines aitmezhaxperts are all likely to
represent some stylistic variation (cf. section.3.4

As far asmode(mediun is concerned, a broad distinction is made betvepaech
and writing. While the difference between these twodes seems to be quite well
accounted for with regard to language for geneugbg@ses (LGP), the major focus of
LSP research has been on written texts. The masorefor this is that sufficient
guantities of spoken data are difficult to obtaks. a result, there are fields of LSP
where research on spoken form is so scarce thiakemtifiable core language can be
distinguished.

The notion ofgenre like most technical terms related to linguistarigtion, has various
interpretations. While for some writers it seembaahe same as text type, for others it seems
to imply much more. Swales (1981), for example,sgoeyond the popular practice of equat-
ing genre with text type and defines it as:

14 Strevens (1964: 29), for examples, discussestéim®-model of personal tenor, which has been st as

follows:
Frozen Visitors should make their way at onctheoupper floor by way of the staircase
Formal Visitors should go up the stairs at once
Consultative Would you mind going upstairs, rightay, please.
Casual Time you all went upstairs, now.
Intimate Up you go, chaps.
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(...) more or less standardized communicative evetit av goal or set of goals mutually under-
stood by the participants in the event and occgmiithin a functional rather than a personal or
social setting (p. 10).

This definition was further developed when Swatdsoduced the concept dfscourse com-
munity Six characteristics were presented to definectimeept. Thus, the members of a dis-
course community “have common public goals”, ana&¢hanisms of intercommunication”,
“they use their participatory mechanisms to provifermation and feedback”, “utilize one
or more genres”. In addition they “have acquiretheaspecific lexis”, and have a “threshold
level of members with a suitable degree of relexamtent and discourse expertise” (Swales,
1990: 21-27). This extended definition clearly sesgjg that for Swales genre involves not
only text type but also the role of the text in temmunity which produces it. It implies thus
some study of institutional culture.

Yet another point is that the notion of genre asialyends to be associated with that of
discourse analysis. The overlapping nature of tieseterms has been recognized by many
language researches. Dudley-Evans and St. Johr8)(188 example, perceive discourse
analysis as an umbrella term stressing the rofgnfe analysis as its essential component.

Finally, it should be emphasized that the bordeedibetween registers, text types or
genres tend to be fuzzy around the edges and skanghes in the field are far from reaching
a consensus on the use and definitions of thesestdrhis, in turn, seems to corroborate Bib-
er's (1998) conviction that:

In practice it is difficult to decipher the empaiccorrelates of these supposedly discrete catego-
ries, or to determine whether a particular vargtguld be classified as a register, a genre, oesom
other text category (p. 9).

3.3. Special language or language for special purpes?

Terms such as LSBublanguager technolectend to be used interchangeably in the relevant
literature to refer to roughly the same phenomemamely the language as it is used in dif-

ferent areas of specialized fields of knowledgeeiTkmergence and status is thus inextrica-
bly linked to a number of academic or professiahadensions of human endeavor and exper-
tise, such as science, law, medicine or business.

There emerge two approaches to describing andimgfitSP — one that is based on in-
vestigations into linguistic aspects of registgenres or text types typical for a particular spe-
cialized variety, and another one that depends mior@sights into communicative purposes a
particular variety is to serve. It seems that itmere customary to associate the terms sub-
language and technolect with the former approadhtanotion of LSP with the latter one.

One of the major concerns of researchers subsgrtbirthe former approach has been
the question of the relationship between languageia used in different areas of specialized
fields of knowledge and language of everyday comoaiion (labeled as Language for Gen-
eral Purposes or LGP). The standpoints and viewisnssue have undergone some modifi-
cations over time. The earlier studies have be#lneinced by the general assumption that
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specialized varieties reflect some unique charesties not to be found in general varieties.
Harris (1968), who is credited with coining thentesublanguagereferred to it as a subset of
the sentences of a given language. At the samehengdaimed that the grammar of a sub-
language is not the same as the grammar of gevemiaty, which is to say that sublanguage
grammar may contain rules not acceptable in genersaty.

Thus the sublanguage grammar contains rules whiehlanguage violates and the language
grammar contains rules which the sublanguage naeets. It follows that while the sentences of
such science object-languages are included inathgulge as a whole, the grammar of these sub-
languages intersects (rather than is includedhéngrammar of the language as a whole (Harris,
1968: 20).

This conception of a sublanguage as a set of graicahand lexical patterns that can be put
in opposition to the language of everyday commuioissstarted losing its appeal already in the
1980s. The computer-based analysis of large badiasthentic texts, both spoken and written,
made it evident that there is a high degree oflapdretween a given language as a whole and its
specialized varieties and the major difference betwLSP and LGP is first and foremost of
a gquantitative nature. This is to say that cefi@ims or structures tend to occur with much higher
or lower frequency in specialized varieties thathalanguage of the so called everyday commu-
nication (cf. Kittredge & Lehrberger 1982; Lehrberd 982, 1986; Sager et. al., 1980).

In view of these findings, the most rational waydeaffining the relationship between
LSP and LGP seems to be that of a continuum, agested by De Beaugrande:

(...), an LSP [language for specific purposes] dagsmeet the requirements in the usual sense ...
no LSP is composed exclusively of its own resourtiestead every LSP overlaps heavily with at
least one LGP and is free to use any parts ofatterlwithout express justification. One could not,
for example, state the ‘rules’ which determine wpatts of the grammar or lexicon of English
may or may not appear in ‘scientific English’; evach old stylistic restrictions as those forbid-
ding ‘sentence fragments’ or ‘slang’ have beenxedain recent years, especially within the dis-
course of computer technology. Hence we have mbaecontinuum than a division between LSP
and LGP (De Beaugrande, as cited in Robinson, 12@)1:

Yet another tendency is to define the notion otiblanguage by referring to a restricted se-
mantic domain or subject matter. Biber (1998: 1&/),example, states that sublanguages are
“highly specified registers of a language that apemwithin specific domains of use with re-
stricted subject matter.” However, such a definitdoes have its limitations. The problem
with this assumption is that it can be difficultassign a given text to a particular semantic
domain since a number of texts incorporate matémah different semantic domains. Fur-
thermore, semantic domains or subject-matters yneobmeans monolithic entities. On the
contrary, they typically embrace a variety of teytes which might exhibit different lexical
and syntactic patterns depending on the purpos$ieedfext. Thus, not subject-matter but text
purpose seems to be a factor which might be coresideriterial for defining the notion of
sublanguage. It focuses not so much on the langofgarticular varieties but on the com-

!> The notion oftechnolect albeit quite rare in the relevant literature oad&ems to be an accurate onkect
suggesting, as in dialect, a form of language anadhdependent language.
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municative context of their use. As Mackay and Méand (1979: 2-6) have rightly observed,
LSP implies a special aim which may determine tleeige area of language skills and func-
tions required. On this view, thus, the proper waynderstand the concept of special lan-
guage is that “it is the same language [known a®ige language] employed for similar or
different uses employing similar or different ussiggMackay and Mountford, 1979:6). What
is emphasized by the advocates of this approaplecedly second language specialists, is not
the language as such but the purpose of the leBonkzarning it. Seen from this perspective,
needs analysifurns out to be an extremely essential compomedescribing and delimiting
specialized varieties (for an overview of differapproached to needs analysis within ESP,
see Kaleta, 2002). From what has been said thuhése emerges yet another definition of LSP:

Language for specific purposes (LSP) is the areanguiry and practice in the development of
language programs for people who need a language#b a predictable range of communicative
needs (Swales, 1992: 306).

It should be pointed out that these two approatheescribing and defining specialized vari-
eties (i.e. learner-centered and language-centaredjot mutually exclusive. On the contra-
ry, they often merge together, which leads to gor@gch which combines both insights into
the language of specialized registers as well @stailed analysis of communicative needs of
particular professional or academic circlés.

3.4. Levels of LSP communication

At least three levels at which LSP communicationagied out are commonly distinguished.
They are briefly outlined below (cf. Bowker and Pem, 2002).

Expert to expertcommunication is communication among people wisiinailar level of
conceptual as well as linguistic expertise in a&egiarea of knowledge. Since experts in a giv-
en field share background knowledge and langudgedénsity of highly specialized termi-
nology employed by them tends to be very high. @aiby, they do not provide explanations
for the terms used unless they intend to redefinexasting concept or introduce a new one.
This type of communication can be found in learjueninals, research reports, academic pub-
lications or legal documents.

Experts and semi-expertommunication: the latter are typically studentsegperts
from related fields. Thus, there is a gap of experbetween people communicating at this
level, which is to say that semi-experts do notehas much conceptual and linguistic
knowledge as experts in a given field. In this amtion, experts are likely to provide some
explanations (which might include more general botary) for the terms which they believe
might be inadequately understood by the studerdas€qjuently, the density of terminology

'8 For a survey of some general distinctions typjaaiade within the broad field of LSP, and in paiitic in the area
of English for Specific Purposes, see Dudley-EamsSt. John (1998: 6), and also Gramley and REgZA1992).

" For an overview of the linguistic research dondarrthe auspices of ESP, see Robinson 1991, Diiilags
and St. John 1998, Kaleta 2002.
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employed is going to be lower than in the casexpkd to expert communication. The exam-
ples of texts functioning at this level include cpézed textbooks aimed at people who al-
ready have some background in a given field, abasgbopular science publications.

Experts and non-expertsommunication. Non-experts tend to be underst@demple
from unrelated professional fields who show sonterést in a given discipline for one reason
or another. In fact, no subject-specific knowledgyexpected on the part of non-experts. Con-
sequently, the conceptual as well as linguistic lgefpveen the people communicating at this
level will be larger than in either of the previbumentioned settings. The language used by
experts will be much more simplified, it may eves f@eminiscent of the language used for
general communication. Thus, term density is likelyoe the lowest here. This kind of com-
munication is typical for popular science journaispecial interest columns in general news-
papers and magazines. Popular science journals teebenan indeterminate category in that
their audience might include both semi-experts efindd above and laymen alike. This is
why we have put them under the headings of botlerxp semi-expert communication and
expert to non-expert communication.

3.5. English — the international language of busirss

Business English (or English for Business Purposesgrhaps the most widely used special-
ized variety of English. So what are the similastand differences between Business English
and other areas of ESP? As Ellis and Johnson (12@est:

(...) Business English differs from other varietid€&P in that it is often a mix of specific contére-
lating to a particular job area or industry), amhgral content (relating to general ability to conmin
cate more effectively, albeit in business situaqip. 3).

This substantial overlap between LGP and LBP (Laggufor Business Purposes) has also
been pointed out by Pickett (1989) who describesiiiass English as “a mediating language
between the technicalities of particular busines$ énd the language of general public” (p. 6).
This twofold approach to business communicationldesn presented by Pickett (1986: 16) in
a diagrammatic form:

General English

!

Communication with public
Business English
Communication among businesses

Specialized language of particular business
(such as insurance, pharmaceuticals)

Fig. 3.1.Business English vs. General English (adapted fPickett, 1986)
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Furthermore, a broad distinction is made betweeraBH is used in academic and occupa-
tional contexts. The former is required by studdatsng courses in disciplines such as fi-
nance or management and has a lot in common wlir @lisciplines typically listed under
the heading of English for Academic Purposes. Hiern, on the other hand, is concerned
with the language used by people actually workimgusiness settings. While the identifica-
tion of the language required by college or uniwgrstudents of BE seems to be quite
a straightforward task, this does not seem to hid for the language needs of practicing
businessmen. The unimaginably large variety ofasibims and contexts in which business is
done all over the world makes the task of identidythe core language a cumbersome under-
taking. Dudley-Evans and St. John (1998) provigeftiiowing illustration to this point:

Even within a particular business, the languageirements of the team negotiating, say, a &2m
contract to build a generation station and of gt in charge of onsite installation may be very
different. The purpose of the interactions, thédspovered and the professional relationships will
all affect the choice of language (p. 55).

Hence, the distinction made by Pickett (1986) setmse a useful one but not fine enough
for today’s wide-ranging business activities. lbsld be also observed that business language
(or language for business purposes) has been icisatfy studied, compared for example
with the language of EST (English for Science aedhhology). Also, the relevant language
work that has been hitherto done concerns mostitenrcommunication. Little of the re-
search has considered spoken interactions, magdguse of the difficult access to sufficient
quantity of relevant data. As a result we can hyasgleak of the core language for Business
English.

Finally, what seems worth stressing here is thetfeat much of the linguistic research
done under the auspices of LSP and in the field iBparticular has been in the form of
master’s thesis or doctoral dissertations and baseen offered to publication. This, in turn,
means that there is a great demand for a large soaiparisons of the findings and an indica-
tion of which areas have been sufficiently coveard which have been neglected.
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4.Corpus linguistics — issues and approaches

4.1. What is a corpus?

A linguistic corpus is typically defined as a larged principled collection of natural texts
gathered in electronic form according to a spesitof criteria (Bowker and Pearson 2002: 9).
The criteria for corpus collection depend on theireof the project at hand. As a result cor-
pora differ in design, size and format accordingh® purpose they have been compiled for.
As a matter of fact, there might be as many diffetgpes of corpora as there are types of
linguistic investigation. However, corpus lingucstiliterature tends to distinguish some broad
categories of corpora which include the following:

— Writtenandspokencorpora: written corpora are much more common thase that
consist of transcripts of spoken material. The oea®r this is that the process of
spoken corpus collection is much more difficult @imde consuming than it is the
case with written texts, a large body of which &sily accessible on the Internet,
CD-ROMs, or can be obtained from printed sourcesri®ans of scanning tech-
niques.

— General referenceorpora ¢ore corpora) andpecial purposeorpora gpecialized
corpora): general corpora aspire to represent gukage as a whole. They are thus
used to make general observations about a langGageialized corpora, on the oth-
er hand, focus on a particular subset of a langaageare assembled to study more
specific topics. It must be noted here that spe&dlcorpora might differ in the de-
gree of their ‘specialization’. For example, theyght be restricted to a particular
subject field (medicine, law, business etc.), adiglesgister or even more specialized
areas of linguistic behaviour such as non-natiaeher talk during English classes.
Yet another point is that although specialized ocapcannot be used to make obser-
vations about a language in general, they can ée wagether with a general purpose
corpus to identify the distinct features of a gautiar sublanguage.

— monolingualandmultilingual corpora: monolingual corpora consist of texts sira
gle language while multilingual ones contain tart$wo or more languages. Multi-
lingual corpora can be further divided into palaied comparable corpora. The
former contain texts in one language and theirsledions into another language/
languages. Comparable corpora, on the other hamdaia texts in different lan-
guages chosen according to the same set of prsc{plg. they represent the same
genre, subject, dialect).

— synchroni¢ anddiachroniccorpora: synchronic corpora contain the linguistiate-
rial from a limited time period while diachronic rpora trace the development of
language over a long period of time.

— open (monitor) and closed corpora: open corpus is subject to constant expans
while the closed one, as the name suggests, dogehmodified once compiled.



— learner corpora: consists of examples of linguistitput of learners of a foreign lan-
guages?

4.2. The rise of corpus linguistics

The emergence of corpus linguistics as a disciptmest be traced back to the early 1960s
when the grounds for the first corpus based prejedre laid. It was then that the work on
what later became known as Brown Corpus began@tiBitJniversity in the atmosphere of
general indifferencé’ Almost at the same time the first computerizecgusrof spoken Brit-
ish English has been compiled by John Sinclairle University of Edinburgh. Since those
early days a number of projects aimed at corpomapdation have been launched and suc-
cessfully completed. Even a brief listing of akktborpora that have come into existence since
the times of those pioneering enterprises would daunting task and well beyond the scope
of the present chapter. However, at least a mergimuld be made of the most significant
projects of the recent decades, that is the Colpribject headed by John Sinclair and the
British National Corpus. The former was a joint wga between Collins publisher and a re-
search team based in the English Department dfttieersity of Birmingham. The compila-
tion of what became known as Birmingham Corpus begal980 initially with the aim of
producing a new English dictionary. The publicatafrCobuild Dictionary in 1987, however,
was only the beginning of wide spread applicatiohthe corpus in the mass production of
language reference works. In fact, Cobuild dictrgraroject has opened up a wide range of
research lines in the study and teaching of EnghAshKennedy (1998) notes:

The Cobuild project broke a new ground, not onlgauese of the size of the computer corpus but
because it associated corpus making with a paati@mdmmercial research and development pro-
ject to produce corpus-based dictionaries, gramnaais language teaching courses (p. 47).

In the mid 90s the Cobuild corpus expansion int ghb called The Bank of English began.
This monitor corpus, which is continually suppletsehwith new texts, is considered to have
set new standards in the development and use cd-cagora.

British National Corpus compiled between 1991 a@€5lis generally considered to be
one of the most ambitious corpus compilation pisjget attempted. It was established as a
collaboration between academic centers at the Wsities of Oxford and Lancaster, commer-
cial publishers (Oxford University Press, Longmaro@ (UK) Ltd., W. and R. Chambers,
the British Library) and the British government wiicovered half of the cost involved. The
corpus containing about 100 million words of spoked written texts has become an interna-

'8 |t must be noted that it is not uncommon to comm@ss some variation on this classification of coap For
example some authors (e.g. Kennedy 1998, Leech)1@882gorize learner corpora as a subtype of djpssmia
corpora rather than a separate category.

19 A synchronic corpus of approximately one milliomras representative of the written English priniedhe

United States in the year 1961, became availakl®é4.
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tional benchmark for corpus linguistics, and angpdnsable tool for wide variety of research
focused on the description of British English.

Another mega-corpus of English is a more than 5@80emword Corpus of Contempo-
rary American English (COCA), created by Mark Dayiprofessor of corpus linguistics at
Brigham Young University. The corpus texts comenfra variety of sources including spo-
ken texts, fiction, popular magazines, newspaard,academic texts. Both COCA and BNC
are free to search through the same web interfatte avlimit on the number of queries
(a non-restricted use is available at a cost). Botipora have been tagged with CLAWS tag-
ger and they come with a range of useful searchdapuday options (e.g. re-sortable concord-
ances, collocates, chart listings presenting tdtalsll matching forms in each genre, table
listings for frequencies for each matching strin@igiven time period, customized lists).

It should be noted here in passing that the veagtpre of using large bodies of text for
research purposes is much older than 1960s, efipetiae look at the fields of biblical and
lexicographical studies. Nevertheless, corpus istgs proper must be seen in the context of
advanced computer technology, which allows for riienipulation of data in ways that are
not possible while dealing with printed matter. §has been accurately summarized by Ken-
nedy (1998) in the following words:

Corpus linguistics is thus now inextricably linkexdthe computer, which has introduced incredible
speed, total accountability, accurate replicahil@tatistical reliability, and the ability to haed|
huge amount of data (p. 4).

4.3. A corpus-based or traditional approach?

The access to extended, authentic texts, spokenvatidn, and, in particular computer pro-
cessing of those texts is what has opened newdrin language research in most areas of
theoretical as well as applied linguistfCs.

The new approach has brought into light the dismmep between a single individuals’
intuitions about language and what actually happemsn the same people actually use the
language. Briefly speaking, what corpus linguistiesearch shows is that a person’s concep-
tualizations of language use, albeit of great irtgare and interest, is not, or at least not al-
ways, in accordance with what can be observed erb#isis of the language that has been
actually produced in written or spoken form.

As opposed to the traditional approach which ha bienited to a single individual in-
tuitions and memory, corpus-based research redigspoted earlier, on computers, which

% Corpus-based methods have found their applicatioesnpirical investigations in a number of differemeas
including: lexical description, grammar, phonologyscourse, sociolinguistics, language acquisitgindies of
style, educational linguistics. (For examples afpus-based descriptions of English, see Kenned$,188gni-
ni-Bonelli 2002, Sinclair 1991, Biber 1998).

It should be also noted at this point that the scopcorpus-based analysis goes beyond the bowsdaiilin-
guistic description. The availability of large bediof authentic texts have, for example, contribbutean in-
crease in corpus-based research on language witinmputational linguistics — an interdisciplinargld con-
cerned with studying and simulating with computeatural language production and interpretation gsees.
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make it possible to identify and analyze patterhs$anguage use, allowing the storage of
a larger database than could be dealt with by headhermore, computers have a clear ad-
vantage over human informants. As Biber (1998: etes they “provide consistent, reliable

analysis, they don’t change their minds or becadneed tluring an analysis.”

Another thing corpus approach has brought into jpmence is the probabilistic aspect
of linguistic studies. This is to say that corpumguistics is concerned not only with what is
possible in language but first and foremost witbsthstructures or uses that arere likelyto
occur in written or spoken discourse. Thus, cofpased studies, to large extent, depend on
guantitative analytical techniques, which means fileguency counts are the most commonly
employed procedure. However, this is not to say itha done at the expense of qualitative
studies. On the contrary, functional interpretatidrihe patterns found in quantitative analy-
sis, explaining why the patterns exist, constit@esqually important aspect of any research
project conducted under the auspices of corpusoappr It should be also noted that more
recently, corpus-based research has shifted tovilaedspplication of some advanced, statistical
methods of analysis, which allow for identificatiand extraction of complex patterns of co-
occurrence between different parameters of linguisriation providing a new useful tool for
explorations of semantic structures (cf. Baayer)82@Gries, 2017; Kaleta, 2014; Levshina,
2015).

Finally, it must be noted that although corpus apph constitutes a powerful tool for
empirical investigations of language use, it shawdtibe seen as a single correct approach but
rather a complementary approach to the more toaditiones (e.g. printed sources, introspec-
tion, elicitation). In fact, research questions ¢orpus based studies often grow out of other
kinds of investigations, e.g. hypothesis or thecattframeworks, intuition evidence, which
might lead to interesting corpus based investigatidhus, instead of viewing corpus linguis-
tics as an exclusive and the only correct methapolb seems more rational to view it as
complementary to other possible ways of obtainimg) @nalyzing linguistic data.

4.4. Corpus analysis tools

During the last decades a great deal of effortles put into developing software and pro-
cedures for automatic analysis of text. Computegpurces available for corpus analysis al-
low for increasingly more sophisticated linguistivestigations as well as greatly reduce
some of the human drudgery associated with lingudsscription. The most basic tools ac-
cessible for corpus-based analysis include:

— Lemmatizationthe process of classifying identical or relatemtdvforms under a com-
mon headword known as lemma. Automatic lemmatinatsoa useful process for
handling morphological complexities such as irragties in verb inflections.

— Word lists they are used for performing simple statistigalgsis such as calculat-
ing the total number of words in corpus (referrechs a total number of tokens) as
well as assessing the frequency of individual wiordhs (word types). The lists pro-
duced by commercially available software can belifiErent kinds. For example,
they can be sorted in terms of alphabetical ordercoording to frequency of occur-
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rence (descending or ascending), as well as by Vemgth, or even in terms of al-
phabetical order of the last letter in each worde €xamination of such lists is typi-
cally combined with simple statistical procedureshs as ‘normalization’ (Biber,

1998), which is a way to adjust raw frequency cedrmdm texts of different length
so that they can be compared accurdtely.

— concordancingprograms: these are publicly available packagestwailow users to
search for specific target words (variously termkegt words, node words or search
items) which are displayed together with their @cditional context, the size as well
as the ordering of the context being the subjentadification by the user.

Of course, the list of tools available for corpumlgsis is much more extensive than what has
been presented above and the best way to getdamahl with them is through the commercially
available toolkits for corpus analysis such as Am¢ WordSmith, Wmatrix, or Sketch Engine.

4.5. Raw versus annotated corpora

Corpora are useful only if we can extract
knowledge or information from them. The
fact is that to extract information from a cor-
pus, we often have to begin by building in-
formation in.

(Geoffrey Leech in Garside et al., 1997: 4)

The above citation touches upon the issue of wieakiaown as annotated corpora, which, as
opposed to the so called raw corpora, are enrighbdinformation about linguistic aspects of
a text and can be used for more sophisticated iBtigunvestigations. Many different kinds
of annotation are possible, the most commonly eyguldeingaggersandparsers

Taggers focus primarily on grammatical class infation. The most common is known
as part-of-speech tagging. There are special tgggiograms (e.g. TAGGIT, CLG, or the
popular CLAWS developed at the University of LaeasUK and used for annotation of
British National Corpus), which assign words inagpeis to particular grammatical categories
such as nouns, verbs, adjectives, adverbs, coimpmsottc.

Parsers are programs which add syntactic analysiscbrpus. They are used for identi-
fying and labeling the function of words in phrasesentences (e.g. subjects, verbs, objects,

%L The procedure is that the raw counts of a pasticlihguistic feature are divided by a number ofr@®in a
given text, and then multiplied by whatever basishiosen for norming total number of words in e@ott. To
illustrate this Biber (1998: 263) provides the doling example from the study of 20 modal verbshey tap-
peared in two texts, one consisting of 750 worts dther, of 1.200 words.

Text 1: (20 modals/ 750 words) x 1,000 = 27.5 mqual 1,000 words.

Text 2: (20 modals/ 1,200) x 1,000 = 16.7 modals1p@00 words.

As frequency counts should be normed to a typexdllength in a corpus, in the above example, &lzdd,000
words has been employed (both texts were aboutathdg.

44



etc.) as well as more complex syntactic informatibrshould be noted at this point that au-
tomatic parsing is still in the developmental phasd has not achieved the level of accuracy
characterizing part-of-speech taggers.

4.6. Corpus design

The results are only as good as the corpus
(Sinclair 1991: 13)

The decisions as to the types and proportions @émahto be included in the corpus influ-
ence almost everything that happens subsequetitéymiost important issues to be taken into
consideration while compiling a corpus are thoseepiresentativenesand size As Biber
(1998: 246) notes: “(...) a corpus is not simply #exion of texts. Rather a corpus seeks to
represent a language or some part of a languagmééguently, the decisions concerning
what texts should be included in a corpus are atumes since they determine the kinds of
research questions to be addressed as well asalidgyof research results. Given that any
language is characterized by a high degree of siiyein terms of different registers, text
types, dialects, or subject matter (cf. chaptefd@)a corpus to be representative, it must take
into account the full range of this diversity. Temmpilation of such a corpus is by no means
a straightforward task. The point is that that bgective standards or parameters according to
which texts should be selected for inclusion hagernbspecified as yet. Deciding on what is
central and typical in a language still seems t@ beatter of subjective judgments made by
particular research teams or individual corpus atergpand can only be seen as approximate.
The only guideline that seems to be of some apphicdnere is that of Biber (1993: 243) who
defines representativeness as “ the extent to whsdmple includes the full range of variabil-
ity in a population.” In other words, a corpus,arder to be considered as representative of
a language, must draw on possibly the greatest auwflsources in terms of different regis-
ters, genres, text types, or authors.

The above conclusions might as well be appliedhédfield of specialized corpora com-
pilation. Even within very specialized subject dig] a number of different text types can be
distinguished, e.g. those written by experts ftveotexperts or by experts for non-experts, so
the task of selecting the most representative tgtiésconstitutes a challenge. Additionally,
specialized subjects are often multidisciplinarpjeih means that a decision needs to be made
whether a particular domain is to be representatvaisole or the focus is to be on its particular
subsection (cf. chapter 3). Thus, the principleaful text selection and drawing on multiple
sources seems to be equally important in the desigeneral as well as specialized corffra.

The discussions of size in corpus design are tilgicancerned with the total number
of words (tokens) and different words (types), &lsb with the number of texts from different

2 For a more detailed discussion of issues in aahgenepresentativeness see Summers, 1991 or Rerifi4,
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categories and the number of samples from eachatestell as the number of words in each
sample. The point, however, is that there seenetadhard and fast rules that allow to de-
termine what these numbers should be. In fact,iopsndiffer rather sharply in this respect.
Sinclair (1991: 18) for example, claims that “apus should be as large as possible, and
should keep on growing.” This is, however, quitecatentious statement since there are also
opinions that large corpora might prove counterdpotive for the descriptive analysis of
high-frequency items (e.g. prepositions) becaugehtird to cope with qualitative analysis if
there is too much data. In such situations, rekearare forced to resort to statistical methods
for support on how to make a convenient sample.

Corpuses for LSP studies are typically smaller ttiense used for LGP investigations.
The reasons for this seem to be quite obvioust, Specialized texts are much harder to ob-
tain than texts used for general purposes and dec8R by definition represents much more
restricted area of language. It is generally aamephat well-designed corpora from about 10
thousand to several hundreds of thousands of waadsbe exceptionally useful in LSP re-
search (cf. Bowker and Pearson, 2002: 48).

Apart from the general questions concerned withotrexall size of the corpus, the next
most controversial issue is the suitable sizetlierdamples. Here opinions also differ and we
can find a lot of variation across different cognoffor example, the Brown and the LOB cor-
pora in the early 1960s consisted of 500 sampl&s08f0 words each. However, some draw-
backs of an even sample size have become quitegeagidar many researches. One of Sin-
clair's arguments against such an approach iditiwatistic features are not distributed evenly
through particular texts Consequently, “(...) a corpus which does not reftket size and
shape of the documents from which it is drawn iglamger of being seen as a collection of
fragments where only small-scale patterns are atae’ (Sinclair, 1991: 19). Thus, at pre-
sent the tendency is for the major corpus compiaprojects (e.g. The Bank of English) to
opt for whole documents rather than uniformly sisachples® This option, however, is also
not trouble-free. In the case of monitor corpoaa,dxample, the coverage of linguistic varia-
tion in the initial stages of compilation might rfeg¢ as good as in the case of small samples.
Additionally, “the peculiarities of an individuaty$e or topic may occasionally show through
into the generalities” (Sinclair, 1991: 19). Howev§&inclair refers to these problems as
“short-term difficulties” and, as mentioned earlisees the future in mega-corpora that are
particularly relevant for the study of collocatiand phraseology.

As can be seen from the above opinions, brief aetsve as they might be, the issues
of corpus representativeness and size are highiyrameersial ones and no reliable standards
have been set as yet. It seems that researchestutions as well as the needs of a particu-

% This seems to be particularly relevant if we l@lspecialized languages where the distributioimpirtant
concepts can be restricted to particular sectiogsopening paragraphs or concluding remarks. Téeiecting
extracts at random may result in eliminating thegaf the text relevant to the research project.

4 This is, however, not to say that the policy oéesampling has been completely discarded. Foppaeoth-
er reason it is still employed by corpus compilersrldwide (cf. International Corpus of English, FBO
FLOWN corpora).
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lar research project are still the major guidingh@ples while deciding on how much and
what kind of texts should be entered in a giverpasr However, there is undoubtedly one
Issue that most corpus compilers and analysts se&efully agreed on, namely that quantity
cannot make up for the quality while designing gpas. In other words, a smaller but a well-
balanced corpora might prove much more useful thage that contain many million words
but do not meet particular research needs. Thexrebdnat seems to be of primary concern is
not the issue of size in the sense of number arslbut the extent to which a corpus matches
the purposes to which it is put.






PART Il: THE ANALYSIS






5.Methodology

5.1. Objectives, materials and procedure

The analytical part of this project combines theotietical insight of the cognitive theory of
metaphor with corpus-based methods to explore #t@phorical structure of two broad, axi-
ological domains, as they emerge from businessiaoa discourse, that successful busi-
ness performancandpoor business performanée

The analysis is based on a specially designed sotpusisting of texts drawn from
both English and Polish daily business press. Thaxe been two principle reasons for our
choice of daily business press for the corpust,Ring style ofthe publications in question —
concise and informative — has been considered pppte for the purposes of this project,
which is concerned primarily with conventional nparical expressions. The other factor is
the diversity of the topics covered by daily busmeitles, which provide a broad cross-
section of issues and subjects related to the doofaiusiness and/ or economics. Given that
our focus in this study is on the domain of busshesonomic activity as whole rather than its
particular or more specialized areas, daily busimpesss seems to be a good source of linguis-
tic data. Also, journalistic texts turn out to beich source of evaluative concepts in that one
of their principle concerns is that of analyzinglassessing the condition of particular busi-
ness institutions as well as tracing and discusioprs behind positive or negative business
trends. Below | present a brief outline of the basrminology and procedure employed in the
study:

* Axiological & quantitative metaphors

As has been noted in the preceding section, oungmyi interest is in the metaphorical
nature of our thinking and talking about positivel anegative business (economic) phenome-
na. Thus, the relevant cross-domain mappingsthase involving the transfer of plus and
minus valuations from the source to the target eptval domains, will be referred to @aso-
logical metaphors. It should be obvious that the degrdmisiness/ economic success or fail-
ure tends to be measured or assessed in quamstitatms. There exists a whole battery of
guantity related notions (or parameters/ indicattms means of which such valuations are
performed. Consequently, the domains of value arzhtity tend to overlap to a considerable
degree in our reasoning about business phenoméeadidigram below presents a sample of
business related notions employed in evaluatingnkas/ economic performance at different
levels of business activity.

%5 |t should be noted here that no a priori decisiomge been made as to the nature and number oépiad
metaphors structuring the target domains in quesétiowing the corpus to speak for itself.



l_ USINESS/ ECONOMIC PERFORMANCE T

MACROECONOMY MICROECONOMY
economy as a whole markets, sectors, aoiap
l I business institutions, households
GDP stock exchange indices
interest rates income/ profits/ revenue
unemployment <> debt
government spending costs
inflation demand/ supply
budget deficit sales

Fig. 5.1.Business performance at macro and micro-level

Thus, the valuations might concern the economywabae (macroeconomics) or they might
concern particular markets, companies, businessutisns, or individual households (micro-
economics). Of course these two tend to be ineedlin that the performance at micro-level
affects the overall macroeconomic parameters, acel wersa, the macroeconomic perfor-
mance tends to have a stimulating or hinderingcefba the performance of particular busi-
ness institutions or entities.

* Keylemmas & lexemes

The present research follows the common strateggeaving conceptual metaphors
from their linguistic representations. At the ialtistage, the corpus has been manually
searched for instances of metaphorically extenéedes with positive or negative connota-
tions in the target domain of business activity. §bal at this stage was to gather possibly the
largest collection of linguistic expressions usegaortray the condition (either good or poor)
of business institutions or economies.

One of the principal guidelines followed throughtl¢ data collection and analysis is
that lexical entries act merely as minimal pronfptsmeaning construction and that meaning
construction is largely conceptual in nature, tisatt depends on complex cognitive pro-
cessing and a large repertoire of experiential Kadge. As argued by Langacker (1987: 155)
“(...) linguistic expressions are not meaningful imdaof themselves, but only through the
access they afford to different stores of knowletlg allows us to make sense of them”.
Suchlinguistic promptsor points of acceswiill be referred to akey lemmasn the present
research due to the key role they play in actigatimetaphorical mappings of different kinds.
Each of the key lemmas evokes a specific (imagersalic) structure of experience (el
or DOWN orientation), which is metaphorically extendedntore abstract notions (e.g. in-
crease or decrease in vald®.lemma is the base form of a linguistic item (&tidinary
form); it subsumes a range of inflected forms, \Wwhace referred to dexemesn this study.

% In most cases key lemmas are single lexical itegs TUMBLE, LIFT, AILING). However, the corpus ia
also yielded a large repertoire of relevant phrasaldiomatic lexicon (e.g. PUSH UP, GO DOWN, TAKE
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Key lemmas are subject to polysemous extensiossrithed by Lakoff as cases of sys-
tematically related target meanings for a singledwshose primary meaning is in the source
domain (1999:82). Thus, each key lemma has bedyzakawith respect to both its most pro-
totypical (source domain) meaning, and its targehain meaning (i.e. axiological or/ and
quantitativemeaning as traced in the corpus data).

* Organizing the key lemmas

After a substantial body of key lemmas has beelec®ld at random, they have been
organized according to the relevant source domainis, in turn, has made it possible to de-
termine the major conceptual metaphors underlymgl@gical reasoning within the field of
business/ economics (e.GOOD IS FORWARD, BAD IS BACKWARDSetc.). Each source
domain has been analyzed with respect to its daesti elements or, what | have labeled as
subschemasr subdomainsthat is more specific (or restricted) experidngtauctures consti-
tuting a more general representation (e.g. thergedemain of motion has been subdivided
into forward/ backward/ slow/ quick motion).

* Quantitative analysis

A guantitative analysis of the corpus data has lwaerned out in order to assess the de-
gree of conceptual entrenchment and cognitive sobparticular metaphorical models. The
tedious work of counting all the relevant occuresof single items (token frequencies) has
been done with the help ®ord Smithconcordancing todi” However, the concordance lines
needed a substantial amount of manual post-ediiragder to eliminate irrelevant uses (for
example literal senses). Each key lemma has bewsidayed with respect to a number of its
morphological variants, that is lexemes (e.g. #mrha tumble has been searched as tumbled,
tumbles, tumbling).

e Comparative analysis

An important goal of this project has been to asske similarities and differences in
metaphorical conceptualizations of positive andatigg business phenomena across the two
languages under investigation. This part of theassh has been done with a twofold purpose
in mind. Firstly, it has been expected to yield atvmight be termed, ‘macro results’, i.e. the
results showing the presence or absence of a plartimetaphorical concept in the cognitive
makeup of English and Polish language users. Thensegoal has been to investigate the
shared metaphorical concepts in order to estabbshthe two languages converge or diverge
in the course of metaphorical projections onto tdrget domains. Thus, this part of the re-
search has been concerned with specific lexic@hmmisitions of particular metaphors and as
such might be referred to as ‘micro analysis’.

e Corpus data vs. dictionaries

Another goal of the analysis has been to confrieatcorpus status of key lemmas with
their treatment by lexicographical resources. Mepecifically, my intention has been to find
out whether the target senses have been includékicographical databases and whether
their metaphorical nature has been recognized>bgdgraphers. This part of the research has

A TOLL ON). Such fixed expressions have been tekate a par with single lexical items and as sualetseen
also referred to as key lemmas.
" https://www.lexically.net/wordsmith/
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been intended to shed some light on the degreegiitive entrenchment of metaphorical
senses extracted from the corpus data. The two thefionaries consulted in the course of
the study are briefly described belolihe New Oxford Dictionary Of Engligedited by Judy
Pearsall, 1998) ardniwersalny Stownikgzyka Polskieggedited by Stanistaw Dubisz, 2003).

The general principle on which the senses in the New Oxford Dictionary Of English
(henceforth NODE) are organized is that each waldt least oneore meaning, to which a
number of the so callesubsensemay be attached. Core meanings are defined imthe
ductory section of the dictionary as “the most canises of the word in question in modern
standard English, as established by research oramalgsis of the British National Corpus
and other corpora and citation databases” (2001 0gre senses are usually the most literal
meanings that words have in modern usage. Howgwedictionary compilers make a reser-
vation that they are not necessarily the sameaslttest senses since meanings change over
time and figurative senses of a given word are somes more frequent than the literal ones.

NODE introduces core senses by a bold sense nuonmgyr which the related subsenses
are grouped, each of them being marked with a sojlichre symbol. As NODE compilers note
“there is a logical relationship between each sudrsand the core senses under which it appears”
(2001: ix). Three different types of relationshipcore senses to their subsenses have been speci-
fied by the editors. They are listed below togethigén some selected examples (2001: ix-x):

— figurative extensions of core senses: bagkbone

Core senses the series of vertebrae in a persanimil, extending from the skull to the
pelvis; the spine

Subsense figurative the chief support of a system or organization; nfenstay; these
firms are the backbone of industrial sector

Subsense [mass noun] figurative, strength of charalce has enough backbone to see
us through difficulty.

— specialized case of the core sense,demand

core senses an insistent and peremptory requadt as of right

subsense [mass nouBgonomicshe desire of purchasers, consumer, clients, gmplo
ers etc. for a particular commaodity, service, dreotitem: a recent slump in
demand

— other extensions or shifts in meaning, retaining on more elements of the core
senses, e.gnanagement

core senses [mass noun] the process of dealitigowitontrolling things or people
subsense [treated as sing. or pl.] the peopléange of running a company or organi-
zation
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It should be noted that NODE'’s entries are usuallye complex than the examples presented
above, which is to say that they typically inclualdew core meanings, each followed by
a block of subsenses relating to it. Here is anmta of such an entry, which defines the
lemma ‘forward’:

forward

»adjectives 1 directed of facing towards the frant o
the direction that one is facing or traveling:

forward flight, the pilot’s forward view

m position near the enemy lines: troops moved to the
forward areas (in sport) moving towards the
opponents’ goal: a forward passn, near, or towards
the bow or the nose of a ship or aircraffigurative
moving or tending onwards to a successful
conclusion: the decision is a forward stefElectronics (of
a voltage applied to a semiconductor junctiorthi
direction which allows significant current toflo

2 [attrib.] relating to or concerned with theute:
forward planning.

3 (of a person) bold or familiar in manner,
especially in a presumptuous way.

4 developing or acting earlier than expected or
required; advanced or precocious: an alarmingly
forward yet painfully vulnerable child.

m (of a plant) well advanced or early progressing
towards or approaching maturity or completion

Occasionally, | have also consultecingman Dictionary of Contemporary EnglihDCE)
and Oxford Advanced Learner’s DictionaffOALD). Apart from general reference works,
specialist dictionaries have been consultexford Dictionary of Business English for
Learners of EnglisH{ODBE) and theOxford Dictionary for International Busineg©DIB)
(c.f. references).

As far as the Polish-language data are concetdieisversalny Stownik gzyka Polskie-
go (henceforth USJP) has been used as the main gfaieterence. From the point of view of
the present research, the most important distindtl8JP makes within particular entries is
the one betweeseparate sensg®@drcbne znaczenia) and the so calldthdes of meaning
(odcienie znaczeniowe). The former have been pesbedh Arabic numerals, the latter, on
the other hand, have been marked with letters. r@epaenses (ogltne znaczenia) corre-
spond roughly to NODE’sore meaningsvhile theshades of meaningeem to be the equiva-
lents of subsenses. Here is an extract from US&mplifying the semantic distinctions in
question:

gniazdo (...) &sigzk. a) z odcieniem

podniostym o domu rodzinnym, siedzibie

rodu, plemienia, dawniej tak o kraju oj-

czystymo Gniazdo rodzinne. ljubl. siedlisko,
osrodek jakiegé ruchu, jakie§ spotecznéci,

idei o Gniazdo spisku, szpiegostwa, herezji. Gniazdo
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ruchu powstaczego, konspiracji. Gniazdo zacofania,
ciemnoty. (...) & chn a) wgkbienie, otwor,

element konstrukcyjny, w ktérym osadza si

czopy, tazyska lub kace innych elementéw

o Gniazdo tayska, belki. b) zespét stanowisk
roboczych dobranych odpowiednio do przy-
dzielonych im zad@o Gniazdo montaowe.

Gniazdo stanowisklusarskich. Gniazdo frezarek. (...)

The other Polish-language dictionaries consultetude: Popularny Stownik gzyka Polskie-
go andStownik terminologii prawniczej i ekonomiczie. references).

5.2. Corpus description

The research has been conducted on the speciatigileal comparable corpus of English and
Polish language texts drawn from four differentibass newspaper3he Financial Times
and The Wall Street Journddave been selected for the English-language patieotorpus.
Polish corpus, on the other hand, includes texasvdrfrom Puls Bizneswand Parkiet All
these newspapers follow a similar format in thayth

— are published on daily basis,

— cover a variety of most topical business and ecan@ubjects in a concise and in-
formative style.

— target a similar kind of audience: which seemsatoge from experts to semi-experts
and non-experts (cf. 3.4).

Here is a brief look at the each of these newspaper

The Financial Time¢FT): Since its foundation in London in 1888, Fdslgained an in-
ternational recognition. Today it is printed at@iht centres around the world, and, with over
a million readers world-wide, is the first dailyvmgpaper to sell more copies abroad than in
its original home market. At present it has 3 in&ional editions to serve the needs of its
readers in the UK, Continental Europe, Asia andUWiSA. It is divided into two main sec-
tions. The Monday to Friday newspaper comprisesi@ed, covering world news and analy-
sis, and Section 2 which focuses on internationginess news, company news and market
data. The newspaper also features more than 20@\&ueach year. The Weekend FT (Satur-
day edition) provides information and entertainnfentreaders at leisure.

The Wall Street JourngdWSJ): The paper consists of four sections:

— The first section reports on the most important \a@tories of the day. It includes
stories on politics, economics, corporate newseggmews, and editorial and opin-
ions commentary.

— The second sectioiMoney & Investingis a comprehensive account of the previous
day's activities in world financial markets.

%8 The background information as presented in thisiae has been drawn from the Financial Times, Wl
Street Journal, and Puls Biznesu official web pages
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The networkingection is devoted to helping readers understamdéelv technology-
driven economy and to helping them leverage itbioth business and personal ad-
vantage. It also covers management and markesogss

The Personal Journappears each Friday, covering a wide range afreisme ac-
tivities. With separate pages devoted to propgrgysonal finance and the arts, the
section is a place for readers to turn as they toathe weekend and consider how
best to spend their time and money. The articléligisection offer practical advice,
guidance and commentary in this respect. This@eclike the rest of the Friday pa-
per, is meant to cover the full weekend.

Parkiet The texts included iRarkietcenter round four headings:

Informacje ze SpétediCompanies’ News] — concentrates on corporate nemamin-
ing the companies operating on the Polish marketedlsas giving the inside track
on the latest business strategies, tactics andgren

Finanse/ Gospodark@Finance/Economy] — comments on the condition ofisRo
economy bringing into focus the state financesseador news.

Gospodarkg Economy] portrays the trends in the worlds’ ecorescommenting
on topical world business, company news and malizt.

Notowania[Quotations] — the section comments on the perfageaaof particular
stock exchange indices both domestic (WIG20) as aseforeign ones (e.g. DIJA,
DAX). Here we can also find the latest trends aathdrom international bond, cur-
rency and commodity markets.

Puls PiznesuThe first issue of Puls Biznesu appeared in 198#ally, the newspaper
was issued twice a week on Tuesdays and Thurs8ayse October 1998, it has been appear-
ing five times a week — from Monday to Friday. Tgaper features four sections plus a supple-

ment:

Z kraju (From the Country) — covers a wide spectrum ofasseelating to the eco-
nomic and political situation in Poland.

Ze Swiata (From the World) — presents selected business/esisnoews from
around the world.

Inwestor(Investor) focuses on Polish company news. It alseds some light on the
activities on the Warsaw’s Stock Exchange as wsetha condition of Polish curren-
cy, bond and commodity markets. This section al&mhes upon developments on
foreign business/economic scene covering the nséoies from around the world.
Przedsgbiorca (Entrepreneur) — comments on legal and tax aspédisisiness ac-
tivity.

Dodatek(The supplement) — includes industry-specific rep¢e.g. transport and lo-
gistics).

The reservation to be made is that not all thei@estof the newspapers, as outlined
above, have been considered for inclusion in thipuso Some omissions have been made in
the case of texts unrelated (or only loosely relateith the broad field of business and eco-
nomics (e.g. sports news, entertainment informatpmiitics etc.). Hence, while sections |
and Il of The Financial Timedave turned out to be highly relevant for our csrpspecial
interest pages and Weekend FT have not been irttindde corpus. Also, thidewssection
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has been treated selectively, which is to say timattexts focusing exclusively on political
issues have been omitted. A similar procedure e Jollowed with other newspapers.
Thus, in the case dthe Wall Street Journathe Newssections as well dgloney and Invest-
ing have turned out to be the main source of linguigéta.

Puls Biznesuappears to be a more comprehensive publicatiom Rtaakiet both in
terms of the size as well as the range of topigema. Consequently, its inclusion in the cor-
pus has been rather selective, especially withesip the news section. As in the case of
English-language texts, the articles dealing withtigcal issues or stories only loosely related
to the field of business/ economics have beendeft The largest number of texts has been
extracted fronfFrom the Country, From the WorlahdInvestorsections. Finally, most of the
articles published in the selected issue®afkiet have proved to be relevant to the present
project. Consequently, the process of texts seledtas been relatively straightforward in this
case. The table below presents a description ahtijer components of the corpus:

Table 1.The structure of the corpus

Corpus type — bilingual
— comparable
— synchronic
— closed
Languages English and Polish
Text type journalistic texts
Type of publications business daily newspapers
Subject business and economics e.g.:

— macro/microeconomics

— company news

— (stock, bond, currency)market data
— sector news

— financial information

— trade

industrial relations

experts

semi-experts

non-experts

Target audience

Dates Financial Times: 1999-2015 Puls Biznesu: 2004-2014
of publications — January 5 2004
Wall Street Journal: 1998-2015 |- April 1 2004
— May 4 2004
— May 31 2004
Parkiet: 2003-2017
Size Words:137.670 Words:142.609
Number of articles Financial Times: 126 Puls Biznesu: 150
Wall Street Journal: 186 Parkiet: 289
Total: 312 Total: 439
Average article size Financial Times: 438 Puls Biznesu: 313
Wall Street Journal: 445 Parkiet: 331
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6.Metaphors in the English-language business journstin

6.1. Introductory remarks

The focus of the present chapter is on the conaéptetaphors and their lexical correlates in
the English-language part of the corpus. The metapare arranged according to the general
source domains from which they origina#P(DOWN, MOTION schemasSTRENGTH/WEAK-
NESS, HEALTH/ILNESS, VIOLENT BEHAIOURscenarioSEMOTIONAL STATES) In each
section, the source domains are subjected to soméng with a view to identifying those
aspects of the experiential input which are subprtdb metaphorization and which provide
a conceptual tool for understanding the target eptscof successful and poor business per-
formance. Also, the dictionary status of the metajmlal senses of the lexical items triggering
particular source domains is given some attent@orng with the morphological processes
involved in the formation of the key lemmas (cfapter 5). The discussion is abundantly il-
lustrated with examples drawn from the corpus nielter

6.2. UP image-schema

English business discourse abounds in metaphotsd@ UP image-schema. The following
lemmas play a key role in structuring the targehdms of successful and unsuccessful busi-
ness performacROW, CLIMB, JUMP, SOAR, LEAP,LIFT, RAISE, RISE, EVATE, CEILING,
BALOON, SKYROCKET, UPSURGE, UPTURN, UPBEAT, UPGRADEEAK, TOP, HIGH Also,

a number of phrasal items have been traced indfpus materialsPUSH UP, SHOOT UP, GO
UP, EDGE UP, DRIVE UP, MOVE UP, RIDE UP, PICK UPL.@SE UR The examples below
illustrate the use of these lemmas in the corpxis:te

CORPUS EXAMPLES?
1. From launch in 1984, the grobas grownto be one of UK'¢op 10 companies, measured by
market capitalization.
2. The number of people out of work and claimingéddfis dropped by 14,000 last month, from a
revised 1.325m to 1.311m, suggesting that econgnuwth may be more robust than previously
thought.
3. Mitsui Trust, which announced on Tuesday it whining to merge with Chuo Trust climbed
Y2 or 1.74 per cent to Y117. Chuo Trust jumped 644.36 per cent to Y514
4. Almost 669,000 new subscribers helped TMN, dnBastugal's three mobile phone operators,
lift net income by 80 per cent in 1998 to Es20.2bn
5. He said the co-operative was seeking to ra@®lsirds of service.
6. (...) Stanley Fischer, the IMF’s first deputy mgimgy director, called on the Russian govern-
ment to take immediate action to cut spendingereesenues, and target a primary budget surplus

(...).

# Key lemmas have been underlined in the examples.



7. FI Group yesterday continued the upbeat trendngninformation technology companies when
it unveiled a 75 per cent leap in half-year pregeofits to Pounds 7.5m.

8. Tafisa, a Spanish timber products company, naaithe beginning of a process that has elevated
Sonae Industria from a relatively small companyaoninternational scale to the world's leading
producer of wood conglomerates.

9. With double the spirits sales of its nearest petitor, a network that covers much of the globe
and a range of top-selling brands in most of thénncategories, it has formidable competitive
strengths.

10. Why then, with US equities already at peaklE\are investors in such sanguine mood?

11. Some analysts also feared the market for bssijes, of which Gulfstream claims a 60 per
cent share, had peaked

12. Since last August, the dollar has declined fittnpeak by more than 25 per cent against the
yen - hurting Japanese exporters, but providingiathsuccour for hard-pressed US companies.
13. TORONTO pushed ahead strongly, although voluwe® light and momentum was said to
be approaching a ceiling.

14. Most of the fall in activity at Liffe was inehsecond half of the year, while its rivals recadrde
higher business.

15. Electrical goods retailer Dixons was the bestqymer in the FTSE 100 with the shares hitting
a new_high as the market appreciated Wednesday's afethe success of the group's internet ser-
vice.

16. There are plenty of reasons for Seoul to cteaet the decision this week by Standard & Poor's
to upgrade South Korea to investment grade is biigem.

17. The recent upturn in UK economic data haseddan force analysts to revise their expectations
of how far interest rates will fall

18. The driving force behind the market's latestunge was a mixture of renewed exceptional
strength on Wall Street

19. In September, Heidelberger will open an advarogistics centre to provide customers' ma-
chines with spare parts within 24 hours since ths of machine "downtime" has skyrocketed for
printing companies.

20. Sony pushed up Y540 to Y11,290, Hitachi impbYd 2 to Y850, and Toshiba climbed Y39
to Y829.

21. The Vietnam war drove up public spending amitbhdong-term interest rates,

The shares, which have fallen from 12p in Marchyasar, edged up 1/4p to 3p.

22. Analysts expect phosphate demand to pick @pdut 18 months.

23. Shares in Inn Business - 46 1/2p before tiks tatlosed up 3p at 69 1/2p.

24. The market has shot up in the last two months.

25. Dell Computer and Apple of the US have riddpron the internet-led boom for home person-
al computers where sales growth in Europe of ar@fhger cent last year helped soften slowing
US volume.

As these examples show, the source domain of Watation turns out to be greatly diversi-
fied in terms of the experiential input involvedrmrapping onto the target domain of business
performance. Thus, we can distinguish here somergksubcategories:
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a.
b.

physical growth of living organism&ROW, GROWTH

lifting/moving entities to a higher level/positiqolFT, RAISE; ELEVATE, PUSH sth
UP, MOVE sth UP, DRIVE sth UP]

coming or going upwardgUMP, CLIMB, LEAP, SOAR, RIDE UP, EDGE UP, MOVE
UP, GO UP]

. the highest parts or upper surfafBSP, PEAK, CEILING, (n., adv.) HIGH, CLOSE UP]



e. objects capable of rising up in the BKYROCKET, BALLOON]

f. vertical measuremeni&d;j.) HIGH]
These various experiences can be further rearranagedrding to the underlying image-
schematic structures they evoke. The most genembtotypical schema of UP orientation is
depicted in fig. 6.1:

TR

(+)

LM

Fig. 6.1.UP image schema

As indicated in the diagram, UP schema consistiret elements — the entity located up (tra-
jector, henceforth TR), the path traversed by &msty in order to reach its upward destina-
tion (the arrow) and a point of reference, whicld@svnward location (landmark, henceforth
LM)*°. This kind of LM seems to be an indispensable Gt of UP schema since the ex-
perience of UP orientation becomes meaningful onlyhe context of our experience of
DOWN orientation. In other words, UP means whané&ans to us, because DOWN means
what it means. Thus, this close experiential bdvad éxists between these two canonical ori-
entations must be reflected in the schematic reptatons of both UP and DOWN image
schemas. Furthermore, UP image-schema is typiaafigciated with positive valuation (indi-
cated by the plus sign). That is, it arises fromsifnely valued aspects of our physical or so-
cio-cultural functioning such as those outlinedkyzeszowski (1997) in hidngels and dev-
iIs in hell

In its canonical form the human body is directgnivards(...). When we are healthy, when we
feel well, we stand erect, with our hedifted and our facesipturned. People also grompwards.
Growing upwards appears to be our primary posidxperience associated with the orientation
UP. (...) We greet friends withplifted hands. Out thump directegwards is a sign that every-
thing is fine. Through our mouth, situated in thgper part of our bodies, we take nourishment,
which sustains our life. A smile as an expressibjoypand happiness involves upward curving of
the corners of the mouth (p. 113).

UP image-schema, as depicted in fig. 6.1., is ingted by other more specific schemas
which bring into focus its particular idiosyncrasidhese more specific instantiations will be
referred to asubschemasm this discussion. In the case of UP image-scheh@afollowing
substructures can be distinguished (the lexicaletates of eaclsubschemdave been pro-
vided in square brackets and the profiled elemleat® been marked with bold lines):

%0 The notions of TR and LM are used in the senseaofjacker (1987, 1991). The former stands for itperé
or the most prominent element in a relational stmecand the latter refers to the other entity irelation (or
schema) which functions as a point of reference.
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a. dynamic-causative subschema — profiles upward mamd causative force effect-
ing it; it is typically represented by transitiverss LIFT, RAISE, ELEVATE, UP-
GRADE, PUSH UP, SEND UP, DRIVE UP

TR

Fig. 6.2 Dynamic-causative UP schema

b. dynamic-reflexive subschema — profiles upward nmotathe exclusion of the causa-
tive force; it is typically represented by intran® verbs GROW, CLIMB, JUMP,
SOAR, SHOOT UP, GO UP, EDGE UP, MOVE UP, RIDE UBQOSE UP, PICK Up

t

TR

LM

Fig. 6.3.Dynamic reflexive UP subschema

c. Top subschema - profiles upper location or uppéesspd entities TOP, PEAK, CEIL-
ING, (n) HIGH].

TR

LM

Fig. 6.4.Top schema

d. Verticality subschema — profiles vertical measunetsieand more specifically a big
distance from the base to the top; the entitiesnigakelatively small distance from
the base to the top serve the function of [(Adj, adv.) HIGH

TR I | LM

Fig. 6.5.Verticality schema



It should be noted at this point that a single keggma can be linked to more than one under-
lying image schematic structure. This is the c&seexample, with the lemmidiGH, which
evokes either th&/ERTICALITY or TOP subschema depending on their lexemic form —
nominal and adverbial lexemes represent the fopattern, while adjectival forms instantiate
the latter (cf. examples 14 and 15, respectiv&@ynilarly, the verbs that can be both transi-
tive and intransitive have double schematic repregions, labeled above @AUSATIVE
andREFLEXIVE schemas (cMOVE UP versusviOVE sth UB.

The ontological correspondences between the salmegin of UP orientation and the
target domain of amncrease in quantity/valuare established by means of the conceptual
metaphoMORE IS UR which should be seen as a superordinate or ulalm@hcept embrac-
ing all the configurations discussed above. Thiangitative metaphor is typically accompa-
nied by the evaluative metaph®OOD IS UPwhereby we get a conceptual handle on the tar-
get notion ofsuccessful business performandéese two conceptual metaphors tend to be
activated simultaneously, as a result of whichridglevant linguistic expressions incorporate
both the notion of an increase in quantity or vasewell as that of successful performance.
However, it might also be the case that one ofaghestaphors is more salient that the other,
which results in either the quantitative or axiot@d meaning becoming more prominent.
Examples (5) and (6) illustrate the point being endthe former profiles theanprovement
and the latter thencreasesense of the lemn®RAISE. However, in most cases the distinction
between the axiological and the quantitative coneporof the semantic pole of a given key
lemma can hardly be made. For example, the expressip-selling’(example 9) highlights
the evaluativetop meaning herdes) and quantitativet¢p meaninglarge quantities of the
products sold) aspects with equal force, which {goto the tight conceptual bond holding
betweerMORE IS UPandGOOD IS UPmetaphors.

However, the positive axiological load of UP orgtidn is subject to some limitations,
which is to say that UP schema is occasionallysiingrce of negatively charged senses. In
order to account for this axiological duality wellwefer the reader to Krzeszowski’s distinc-
tion betweenabsoluteand actual values (Krzeszowski, 1997: 132-140). As is argbgd
Krzeszowski, the constituents of the UP image seh@ra., TR, LM and the relation holding
between them) are axiologically charged, represgntiiie so calleGbsolute valuesThese
values determine the axiological charge of lingaigixpressions or concepts arising from
particular schemata as a whole. This latter typeatiation is referred tactual valuesThus,
the positively charged TRs tend to give rise toitpas actual values, while the negatively
valued ones trigger negative meanings. This istilated in (26) and (27) below, where the
trajector entities, that is ‘levels of consumerimm’ and ‘current account deficit’, carry
positive and negative axiological load, respectivethich is reflected in the actual values of
the relationships profiled by these expressionsi{pe and negative business phenomena,
respectively).

26. Sales of new homes in the US hit a new reaofdavember, the government reported yester-
day, as ample job opportunities and soategls of consumer optimisfuelled sales increases
from coast to coast.

27. A soaring USurrent account deficivill eventually hit the dollar (...).
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As shown by these examples, a relationship profig@ single lemma (hel®OAR) can be
assigned different actual values depending on bs®late values of the trajector entities.
More specifically, in (26) the positive axiologysasiated with UP image-schema, which is
consistent with the positive valuation of the TRr{sumer optimism), is preserved under
metaphorization, while in (27) it is not, whichdse to the negative absolute value of the TR
(account deficit). The latter type of construas, the one where the prototypical axiological
value assigned to a particular schema is not predennder metaphorical mapping, will be
referred to as eeverse metaphorical transtefrhe point, however, is that the TR entities are
not always clearly identifiable as carrying po®tor negative value. Consider (28) and (29):

28. Given the tightening in monetary conditionst thas occurred, as bothe yenandlong-term
interest rateshave soared, there is a strong chance that deavahautput will contract sharply
this year, as well.

29.ShareqTR) soar as earnings confidence strengthens.

The TRs of the relationships profiled in (28) a2@)(are axiologically neutral, i.e. they are
neither positive nor negative in themselves, y&) @nveys an overall negative valuation,
and (29) positive one. This interpretation is doghte linguistic (conceptual) content of the
context in which the key lemma occurs. Thus, cawni@xinformation provides an important
indication when assigning positive or negative a#ibn to the quantitative concepts arising
from the UP image schema. This is particularly tofi¢he notions raising some controversy
within the field of business/economics, such asimgilowering taxes or raising/lowering
interest rates, which can be judged as either igesdr negative depending on individual
standpoints or perceptions.

To sum up, the prototypically positive valuationtbé UP image schemata is extended
onto the target concept of successful businesspeaince if the TR in a relationship profiled
by a given verbal predication has positive absohalee, if the TR is negatively charged, on
the other hand, the emergent actual value of taéiaaship is minus (unsuccessful business
performance). Neutral TRs trigger either positivenegative valuesGOOD IS UP/BAD IS
UP), depending on the valuation conveyed by contéxtfarmation. It should be noted at
this point that instances oéverse transfeare quite rare and the dominant pattern is the one
in which the absolute ‘plus’ value associated withimage schema is preserved under meta-
phorization (see examples 1-25).

Up to this point we have been concerned with therptay between two major meta-
phors participating in the sense extensions fté#rschema -MORE IS UPandGOOD IS UR
Now, | am going to turn to other metaphors whicé associated with more specific aspects
of the UP orientation. One of these aspects isitdt®n of pace inherent in the motion sche-
mas (both reflexive and causative) which is trametk on the target domain VMORE IS
QUICK andLESS IS SLOWexperiential correlation¥. The former lies behind the sense exten-
sions of lemmas that imply energetic and quick moset upwards, e.gJUMP, SOAR,

% The experiential grounding of these two conceptas to be the correlation between the pace obmaind
the distance covered, that is tlaster we move thenore ground we cover. Conversely, thlowerpace corre-
lates withlessdistance covered in the same period of time.
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SHOOT UR which, in turn, translates into the languagehef target domain as an incredse
large amouniexamples 3, 26, 24). Conversely, the correlati®®S IS SLOWis instrumental

in conceptualizing the target notion ofess substantiaihcrease in quantity/value etc. Thus,
the sense extensions of lemmas sucBSE UPandCLIMB, both of which imply slow, ef-
fortful motion at the experiential level, are maiigd by the seemingly contradictory cluster
of metaphorsMORE IS UPandLESS IS SLOWexamples 3, 21).

Another idiosyncrasy inherent in the source donwditdP orientation which is subject
to metaphorical mapping is the distance betwiRm@andLM. In brief, this dependency can be
specified asMAXIMUM VALUE IS MAXIMUM HEIGHT and it applies to lemmas such as
TOP, PEAK,or CEILING (examples 9-13). Yet, it should be noted here mhast of the lem-
mas yielded by the corpus do not make any refesetwéhe pace of motion or the distance
between TR and LM and, in such cases, the metapb®E 1S UPand/orGOOD IS UPcon-
stitute self-sufficient tools for understanding theget senses.

As far as the relevant dictionary entries are come on the whole NODE recognizes
the extended nature of the target senses, lisha tas the ‘subsenses’ of the ‘core senses’.
However, there are also instances where these itnds lof meaning (source and target) are
treated as separate, core meanings, as is thendaseentry for the verROW. The physical
growth of living organisms and the notion of in@eare listed as core senses (1) and (2) re-
spectively, no links between them having been reizegl by the dictionary compilers. Yet, in
the nominal entryGROWTH) the target senses are consistently treated aessbs of the
core meaning (1), which reflects the cognitive tiyeof sense extension from physical to
more abstract or intellectual domaffisThus, what we can observe here is a certain incon-
sistency in distinguishing between core meaning$ subsenses with respect to particular
lexemic formsRAISE, RISE andTOP also treat the spatial and quantitative senseg@arate
ones, which seems to be yet another indication ®fstematic blurring of the metaphorical
connections holding between the source and targahings over the course of time.

Another point that emerges from the inspectionhefielevant dictionary entries is that
some of the definitions do not draw any distinctmitween the source and target meanings.
In other words, these two are brought together single explanation. Such instances will be
referred to asense blendingn this book. The adjective TOP can serve as lastiftion of
this phenomenon — the example sentences to be fiotMADE (the top button of his shirt, a top
executive) make it clear that physical location aedition in a hierarchy are treated as in-
stances of the same single sense.

Worthy of mention are also entries which providelaration only for the target (meta-
phorical) senses, to the exclusion of the sourcaadm meanings. The nominal form of the
lemmaHIGH seems to be a case in point here. While the diefsi of this item might be in-
terpreted as a case of sense blending, the examephes found in the reference works con-
sulted unequivocally give priority to the targetioa of increase in quantity/value: ‘commod-
ity prices were actually at a rare _high’ (NODE)oRts reached a new high last year
(OALD), ‘The price of oil reached an all-time highis week’ (LDCE). No examples of the

%t is also worth noting that the lemmas GROW/GROMVAave achieved a prominent status in the field of
business and economics giving us a handle on tgettaotions of business expansion and increasednomic
value as specified by NODE.
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spatial sense have been traced, which might sugjgesthe quantitative meaning of this lex-
eme is much more deeply entrenched than the spaigalThe cases where a particular inflec-
tional variant of a lemma has only target domaipliaptions will be termed gsart-of-speech
extensionAs another example of this type of extensionutetonsider the adjectival and ver-
bal forms of the lemmBREAK (examples 10, 11). These two forms function exeéig within

the quantitative domain, as opposed to the nonfiimai which has both target and source do-
main semantic representation (i.e. refers bothédighest point of a mountain and to the high-
est value or maximum quantity). Thus, the adjettwal verbal forms have been subjected to
metaphorization, by analogy to the nominal formt, Xlike the nominal form they do not
convey any spatial meanings. A similar kind of esten is represented by the lemsidy-
ROCKET (example 19) whose verbal form is defined onlfigarative terms, as opposed to the
nominal variant which functions as a physical matice. vehicle used to travel in the space.

An interesting mechanism of sense extension isaiserved in the case of lemmas such as
UPGRADE, UPTURN, UPSURGEexamples 16-18) which differ from the ones disedssarlier in
that they function exclusively in the context o target domain of quantity and value irrespec-
tive of their inflectional form. Yet, their morphagical connections with the spatial orientation are
clearly delineated through the prefix up, whichetes the relevant metaphors. This type of se-
mantic extensions, which involves morphologicaiatasn or modification of lexical items asso-
ciated with a given experiential structure, andolhHunction exclusively as target concepts will
be referred to asorphological extensioné&s can be seen this type of extension usualigives
compounding. Another example is the lemdRBEAT (example 7). The point, however, is that
upbeat is defined by reference works only in teofihe emotional states such as ‘optimism’ or
‘cheerfulness’, no mention being made of the eval@ar quantitative meaning, as yielded by
the corpus. Consequently, what we have to do vetb s a kind oindirect metaphorical trans-
fer, where the UP orientation enters the target dorohisuccessful business performance via
another non spatial domain, i.e. that of emotistates (cfHAPPY IS UB.

Finally, a mention should be made of the phrasdatsm, where the up particle com-
bines with various verbs, typically verbs of motigmut not only), to convey quantitative and
axiological notion of successful performance (exE®[20-25). Only four items have been
found to have target domain entries (yielded by OXLPUSH UP, SHOOT UP, GO UP, PICK
UP. As the corpus data indicate, the constructiofvep is quite productive, with the verbal
slot being occupied by various verbs includi@GE, DRIVE, MOVE, RIDE, CLOSENone of
these combinations have been accounted for inod@ty entries consulted, yet they all are
characterized by a complete semantic transpardim®y apparently owe this transparency to
the UP particle, which leads to automatic and dogely effortless activation of thBIORE 1S
UP metaphor and, in most cases, asa0D IS UP

6.3. DOWN image-schema
The experiential input associated with DOWN oriéintacan be organized according to some
general subschemas, analogous to the ones preserntedpreceding section, with the main

difference lying in the direction of the motion @w. The graphic representation of the proto-
typical DOWN schemata is given in 6.6:
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TR

Fig. 6.6.DOWN image schema

DOWN image-schema tends to be assigned minus waline prototypical level. Tracing this
axiology back to its grounding, we will again takeecourse to Krzeszowski's inventory of
the relevant experiential correlations:

(...) when we are ill, and when we die we stoop ®dlound, where we rest after death. We defe-
cate through the hole situated in tbever part of our bodies, disposing of harmful and/ozless
substances. (...) Our thump pointing downwards m#aatsthings have assumed a bad turn, when
our head sinks down, we are sad, we feel defeatddraserable. Grimaces and crying as expres-
sions of pain and sorrow involve downward curviighe lips (Krzeszowski, 1997: 113).

DOWN image-schema, as depicted in 6.6. subsumes a & specific representations, which
include the following (as before, the lexical ctates of each subschema have been placed in
square brackets):

a. Dynamic-causative schema — profiles downward moéind causative force effect-
ing this motion; it is typically instantiated byaftrsitive verbs PROP, DIP, SHED,
BRING DOWN, DRAG DOWN, DRIVE DOWN, PUSH DOWN

!

el ¥< TR

T

Fig. 6.7 Dynamic-causative DOWN schema

LM

b. Dynamic-reflexive schema — profiles downward motiorthe exclusion of the caus-
ative force; it is typically represented by intréine verbs DROP, FALL, TUMBLE,
PLUNGE, SLIP, SLIDE, DIVE, SINK, DIP, SLUMP, COLLASE, CRASH, PLUMMET,
END DOWN, EDGE DOWN, GO DOWN

|

Fig.6.8.Dynamic-reflexive DOWN schema

LM

TR
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c. Bottom schema — profiles lower locations or lowests of entitiesBOTTOM, (n., adv.)
LOW].

LM

TR

Fig. 6.9 Bottom schema

d. Verticality schema — profiles vertical measuremgtits entities characterized by
relatively small distance from the base to thegedorm the function of TR whereas
those having relatively big distance from the tofpottom act here as Liad;.)

LOW].

LM I TR

Fig. 6.10.Verticality schema

CORPUS EXAMPLES:

30. Software giant SAP made an early attempt g edter last week's 15 per cent fall following
disappointing 1998 results.

31. The US Treasury market tumbled yesterday aadg#d the European markets down as the
dollar fell to its_lowest against the Japaneseiganore than two years.

32. A Brazilian_collapse has been at the top ofgdiicymakers' list of worst nightmares for most
of the last year.

33. (...) the downturn in Asia and Japan drove pxreptafits down 11.1 per cent to Y288.6bn.

34. Company of America lost Dollars 3 to Dollars 88 after Morgan Stanley Dean Witter
downgraded the shares to “underperform”.

35. The banks feared that the incompetence andptayn that proved the downfall of Gitic was
present in many other ltics.

36. The SFA said IFC had an overall Pounds 200gb@@tfall which would hit about 500 clients,
most of whom were individuals.

37. In BUENOS AIRES, the Merval index closed shardpher, down 10.23 per cent at 356.16,
a 40.62-point dive, the worst performing marketLatin America.

38. The World Index rose a remarkable 23.5 per icesterling terms, the local currency gains be-
ing slightly enhanced as the pound sank back twihree percentage points, a decline not nearly
enough, however, to satisfy the UK's beleaguerenufaaturing sector.

39. Early gains were extended at midsession in MEXICITY as Wall Street recovered from
a dip following testimony by Alan Greenspan, US &l Reserve chairman.

40. Orders rose 0.6 per cent to a seasonally adjusollars 337bn (Pounds 200.5bn) following
a 1.7 per cent plunge - the sharpest in five months

41. The silence underscores the importance oflliamees to the Japanese carmakers amid the in-
dustry's deepest slump in decades.
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42. But the risks to even modest growth will comanf the international environment, through the
chance of a collapse of the Brazilian economy &edgrowing “bubble” in the US equity market.
43. She highlighted the shock of the Asian markastt in the final quarter of 1997, which led to
money being withdrawn from emerging markets arcinedworld.

44. For the biotech sector 1998 was a dismal Yeitial public offerings were

scarce, and companies that put deals togethertsaes their prices plummet after coming to market.
45. PARIS ended off the bottom with the CAC-40 imdewn 141.9 at 3,958.72 after a low for the
day of 3,845.77. Renault was the day's steepdst,faliding 3.55 or 8.6 per cent to 37.60.

46. But the Dow slipped back to be 20 lower as lamdosed.

47. By 0956 GMT the all-day computer-traded XetraXDindex had_shed 142.12 points or 3.35
per cent to 4,095.63 points after sliding as lowt 865.33 points.

48. The introduction of these services brought mees from its core cable TV business down to
92.4 per cent of the total Fl 282.1m

49. In these circumstances, any US measures thi#d be seen as pushing down the yen might
not be politically. wise.

50. Pay settlements have remained broadly staldetbe past six months, even as the rate of in-
flation has edged down, according to a leadingrpagarch group.

51. The market we service does go up and downeircyiole, but it's not peaks and troughs, it's a
slight curve,” said Richard Johnson, chief exeautiv

Apart from the key lemmas as listed above, theuitgas yielded instances of what we have
termedmorphological sense extensipne. morphological combinations which consisDafwWN
andUNDER particles combined with other representativeB@WN schema or with items unre-
lated to spatial orientation®OWNTURN, DOWNGRADE, UNDERPERFORM, DOWNFALL,
SHORTFALL (examples 33-36).

A cluster of conceptual metaphors is responsibleeftablishing ontological correspond-
ences between the source and the target domaexpested, the overlapping concepiEss IS
DOWN andBAD IS DOWN are most prominent, giving rise to the blendeccephofdecrease in
value andunsuccessful performancéhe negative axiological load appears to be rexglicitly
conveyed byDOWNTURN, SHORTFALL, UNDERPERFORM, (n) SLUMP, (v) ICOLLAPSE,
CRASH, (v) SLIDE, (v) BOTTOM, GO DOWNIt should be noted at this point tEXDWNTURN,

(n) SLUMP, and (n)CRASH have been recognized by NODE as having a speatakswvithin the
target domain of business denoting ‘a decline sirlmss/economic activity or failure of business
enterprises.’” Also, there are words or phrasesiwénoke more specific or vivid images, such as
immersion in waterIVE, SINK, PLUNGE, DIB or destruction image€QOLLAPSE, CRASH.

Another point is that while the quantitative metapbESS IS DOWNhas universal ap-
plications, the axiological concepD IS DOWN is subject to some restrictions, which can
be traced back to the absolute values of the TRiemntThe axiological transfer involves
a different configuration of values from the onesetved for UP schema. Consider the fol-
lowing examples:

52. Operating profitsbefore exceptional items would drop from Pounds$i/to about Pounds
8m this year, it warned.

53. Oracle will not escape one concern, which douted toSAPs recent drop, namely that com-
panies will divert their IT resources to dealinghwiMillennium.
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54. A strong rebound and subsequent stabilisatfoth® rupiah late last year, combined with
a sharp drop imflation, has given Indonesia some relief and hope of rgoyv.

55. Yet, margins in the first half rose in spiteaol0 per cent drop in th@ice of used carsince
last year.

The general pattern is that the prototypical mvalsie of DOWN image schema is preserved
under the mapping when the TR is either plus otrak(examples 52, 53). When the TR is
negatively loaded the actual valuation of the pedfirelationship is positive (examples 54).
This is of course related to the fact that a desereéia something that is conceived of as a posi-
tive phenomenon is going to be assessed as a vegadnd, and vice versa, a decrease in
negatively valued occurrences is going to havetpesevaluation. As far as neutral TRs are
concerned, the overall valuation tends to be negaivhich means that the negative axiology
of DOWN schema is preserved under metaphorizaténs@). However, some instances of
reverse axiological transfer (under which DOWN givise to positively charged senses) have
also been recorded in utterances with neutral LdflHE6).

As in the case of UP orientation, also here thentjizdive metaphotESS IS DOWN
(often accompanied b§AD IS DOWN) is supported by the pace metaphdGRE IS QUICK
andLESS IS SLOW The former brings into focus energetic and quickvement downwards
and is activated by lemmas suchTasviBLE, DIVE, SLUMP, PLUMMET, PLUNGEgiving us
a conceptual handle on the target sensepild or substantialdecrease in value or amount
(cf. examples 31, 37, 40, 41, 44). Conversely, stavhich profile a slow or gradual motion
downwards such aSINK or EDGE DOWN,when mapped onto the target domain, suggest
a lesssubstantial decrease in quantity/ value (cf. eXxamf8, 50). This, in turn, testifies to
the activation oL ESS IS SLOWmetaphor.

A word of comment is now due to the dictionary tneent of the lexemes under consid-
eration. The reference works tend to recognizegthantitative (decline) senses of these lex-
emes, listing them either as core meanings (cf. B®@ntries for (v)DROP, (v. n) FALL,
(adj.) LOW, (v) SINK, (v) SLUMP, (v) COLLAPSE, (nfRASH), or assubsenses. Furthermore,
the nominal forms (nhOW and (n)SLUMP (examples 41, 45) are restricted to the target do-
main and as such should be classifiepas$-of-speech extensioby our definition.

There is no mention, on the other hand, ofdeelinesense of the lemma&HED (example
47). Yet, its extended meanings is transparenttdube underlying metaphor activated via
the image of leaves (or fruit) falling off a tre&lso, most of the phrasal lexicon (examples
48-51) has not been accounted for by reference sydte only exception beinBRING
DOWN andDRAG DOWN. The former is defined as ‘to bring down pricé® tate of infla-
tion, the cost of living etc.” (OALD) and the lattas ‘to bring someone/something to a lower
level or standard’ (NODE), which is not the mostwate definition given that it makes
no explicit mention of either decrease or poor @enance’® However, their target semantic
content is subject to straightforward and effodlésterpretation due to their connections
with the underlying DOWN image-schema and the cptua mappings as discussed in this
section.

* The use of source language vocabulary in the itiefis of target senses (cf. ‘to bring to loweregy consti-
tutes a kind of circularity which should be avoidedlictionary entries.
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Furthermore, the lemm&t.IDE andSLIP (examples 45, 46) deserve a word of explana-
tion in this discussion, as their connections wite domain of DOWN orientation may not
seem to be obvious at first sight. The verb slslelefined by NODE as ‘to move along a
smooth surface while maintaining a continuous aintath it’. This definition does not have
much to do with downward orientation and as suginoabe considered as a motivation for
the well-established target sense of ‘a declineailne or quantity’ or ‘to change to a worse
position’ (NODE). What seems to provide the moiwatis the nominal use of ‘slide’, which
denotes ‘a structure with a smooth sloping surfacehildren to slide down’ (NODE). Thus,
in this case the nominal lexeme is extended toséinbal one, which functions exclusively as
an indication of downward business trends and el san be regarded as part-of-speech ex-
tension by our definition. TSLIP, on the other hand, is defined as ‘to slide umtit@ally
for a short distance, typically losing one’s bakawe footing’ (NODE). Although this defini-
tion does not mention downward motion explicitlyjs our common knowledge that losing
balance typically results ifalling down It is this inference that appears to providen& he-
tween the source and target senses of this lemmaeriion should also be made at this junc-
ture of CRASH, which has an established position within the doneé business activity, de-
noting ‘a sudden disastrous drop in the value arepof something, especially shares’ and
‘the sudden collapse of business’ (NODE). It sedmsthe source of these meanings lies not
in the most prototypical meaning of ‘crash’, whisha collision of two or more vehicles but
rather in its more specialized use denoting anagcrash, which of course entails down-
ward motion.

It is also worth observing that of all the lemmascdssed in this section only the target
sense oDIVE (a fall in prices or profits) has been marked &ig@ative use. This shows that
in most cases the metaphorical underpinnings getasenses have become obliterated in the
course of time.

6.4. Motion scenario

The heading omotion scenaridhas been employed as a generic term under whichméder

of different but relatedubschemabave been grouped. Here is the resultant condemiap

as evoked by particular key lemmas (the prototypiedues of each subschema have been
given in brackets).

a. Lack of motion(-) [HALT, STANDSTILL, SEIZE, STALL, REIN IN

b. Setting into motiorf+) [JUMP-START]

c. Forward motion(+) [ADVANCE, SURGE, PROGRESS, move/ go /finish / enddse
AHEAD, make HEADWAY]

d. Increase in speet) [GATHER/ STEP UP PACE, ACCELERATE, SPUR, GAIN MO-
MENTUM]

e. Quick forward motion(+) [steam/ power AHEAD, MOTOR/ RACE/ SPEED/ ROAR,
LIVELY/ HECTIC PACE]

f. Race/ front (+)]OVERTAKE, GAIN GROUND, CATCH UP ON]

71



g. Decrease in speed/ staying back/ slow mo{iyrisLow, SLOWDOWN LOSE MO-
MENTUM, LAG, SNAIL'S PACE, RUN OUT OF PUFF, CREEPHEAD
h. Backward motior{-) [RETREAT, PULL BACK, SETBACK, LOSE GROUND]

CORPUS EXAMPLES:
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56. AMSTERDAM powered ahead, rising 17.15 or 3 pamt to 583.66 on the AEX index, with
an 8.4 per cent advance at electronics giant Rhsliypplying much of the day's gain.

57. Vigorous consumer spending and booming busingsstment helped fuel the strongest surge
in the US economy in more than two years.

58. Despite AXA's unhappy debut, other contineBatopean companies made spectacular pro-
gress, reflecting the realignment of corporate comigations (...)

59. After all, most cable companies have been lyuigting to get out of telephony after failing to
make much headway since deregulation.

60. AMD has gained ground recently against IntehinUS retail PC market (...)

61. SAP_recovered a little of the ground lost ondvwésday, when it produced disappointing 1998
results, to climb 14.50 to 313.50.

62. Not so long ago there was heady talk of 3 pat growth, after perhaps 2.8 per cent in 1998, but
the eurozone's economy seems to be hitting thesdsuthis quarter. It may accelerate later in the
year, helped by interest rates which appear cendédl significantly below 3 per cent. Or willit

63. World markets stepped up the pace of their yeav rally yesterday with Wall Street heading
into record territory in early trading and Europdemrses surging ahead.

64. The international bond markets maintained tlingty pace yesterday with a number of large
dollar offerings. The markets had been buoyed @flgin (...)

65. For the first time in its history, GM is havit@yadapt to the challenge of globalisation inchtbi
catch up with competitors that have overtaket itpt in size, then in effectiveness.

66. (...) while Spain is being asked to accept langs in the “cohesion” funds it receives_to catch
up other economies in the euro-zone.

67. Third sector businesses were set up in thesla80 early 1990s as a way to spur economic ac-
tivity (...)

68. Most London markets were slow yesterday, rezimgeafter the four-day break for Easter.

69. The country's central bank said a slowdowmflaiion allowed it to cut interest rates, for the
second time in two weeks, to 39.5 from 42 per cent.

70. Following the Russian crisis, financial markietthe US_seized up.

Issuance in the main corporate bond markets carmaeviidual standstill in September and October
last year, and only recovered after three cutati@srby the Fed. Continental Europe, where the eu-
ro-zone countries are running a Dollars 100bn (Be9.5bn) current account surplus, cuts inter-
est rates at a snail's pace and shares too littteedurden of the Asian crisis relative to the. US

71. Asia has bottomed out, he says, the euro-zometiges should be picking up by the late fourth
quarter, and metal prices should benefit regardiésgether the US economy grows or stalls.

72. Tight monetary policy will rein in UK economigowth this year, according to a forecast from
the Economist Intelligence Unit.

73. Ann Robinson, consortium director-general, shiete was evidence the consumer economy
may have come to a halt.

74. To date, the assumption in the market has Hesma sluggish German and Italian economy
would be insufficient to induce another easingates.

75. The government has enacted a series of measujasp start the slowing economy and halt
a sharp decline in share prices.

76. If share prices have lagged in the past yeapartly because investors question whether man-
agements can deliver the added returns they promise




77. The market has pulled back 50 points since thigthas been put down to profit-taking and
a reaction to falls on Wall Street.

78. The prospect of a rise in US rates, with itplications for Wall Street, has been responsible
for the FTSE 100's retreat from its closing recofd,620.6, recorded on July 6, and which saw
the index briefly drop back below the 6,000 level.

79. The_setback in the leading stocks was the dirgte the near 200-point retreat by the Footsie
almost two weeks ago (...)

80. London stock market's leaders finally run dypuff and back off from the elevated levels that
drove the two main FTSE indices to record highs.

81. That should cool off the pace of growth somewbat the data suggest the economy still has
a powerful underlying momentum that may not easilgcumb to a modest tightening in monetary
conditions.

82. Many stock sectors opened sharply higher aimgganomentum through the final hour of trading.
83. The chief casualties have, inevitably, beerkarlrands which were already losing momentum.
84. Vardy speeds ahead thanks to fast turnover.

The conceptual map of th@OTION scenario includes various experiences associatedow
basic motor activities. The most conspicuous ajgptedne th&RONT schemas capturing various
aspects oFORWARD MOTION such aSETTING INTO MOTION, INCREASE IN SPEED, QUICK
FORWARD MOTION SLOW MOTION/ DECREASE IN SPEEDHowever, the map also includes
the opposite experience, ILACK OF MOTION, which provides an indispensable point of refer-
ence for our understanding of motion events. Adsfew correlates of the BACK schema captur-
ing our experience of backward motion have beaetran the corpus data.

Each of these source domains has been assigned @itis or minus value on the basis
of the experiential correlations they are involwedThus, as Krzeszowski (1997: 114) points
out “FRONT has a definitely positive value becattse fundamental experience connected
with this orientation is the experience of humacefahe most representative part of human
body.” Conversely, the rear parts of our bodies“tgs representative of us as human be-
ings” (Krzeszowski, 1997: 115). These and someratbgelations seem to provide the moti-
vation for the axiological metaphoFRONT/FORWARD IS GOOLandBAD IS BACK/BACK-
WARD. Furthermore, the negative axiology of the expeia domain ofSLOW MOTION can
be traced back to the bodily state characterizethddy of vitality, vigor or energy, which co-
incides with poor physical condition of living orgams. By the same token, the state of rest,
or in other words &ACK OF MOTION, is indicative of bodily states, such as beingillbe-
ing dead. ThusL,ACK OF MOTION and SLOW MOTION represent negatively charged do-
mains at the experiential levélOTION, and especiallQUICK/ENERGETIC MOTION on the
other hand, can be seen as a manifestation of gaiysirength, liveliness, or vitality. Fur-
thermore, the quantitative metaphors which strecthe target domain of business activity,
that iSMORE IS FORWARDandLESS IS BACKWARDappear to be grounded in the experien-
tial correlation between the direction of motiordathe amount of distance covered. More
specifically, moving forward, we covenore andmoreof a path; moving backwards, on the
other hand, we gradualheducethe distance already covered.

Each of these subdomains of the motion scenariqyresented above, has its own
unique function to perform under metaphorical magponto the target domain. Hence, the
target meaning arising from the source domaiR@RWARD motion is that ofncreasein the
intensity of business activity or share value (epka® 56, 57, 61), where8\CKWARD mo-
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tion gives rise to the target conceptdafcreasan quantity or value. (examples 77, 78, 79)
These two senses tend to be further elaborated anelans of the pace metaphORE IS
QUICK andLESS IS SLOWwhich give rise to the target concept of increaserease biarg-

er or smalleramount respectively. Accordingly, the key lemmashsasPOWER AHEAD and
SPEED AHEADsuggest substantiaincrease in share value (examples 56, 84) whilenthe
tion of SNAIL'S PACE as exemplified in (70) points tosanall reduction in valueSLOW and
QUICK motion schemas should, in turn, be seen in a lroaohtext ofBACK and FRONT
image-schematic structures in that quick motioncfity situates a moving entity in front of
other moving entities, whereas slow motion leadsadgging behind others. These correlations
are best reflected in the lemmas put under theimganef RACE: OVERTAKE, GAIN/MAKE
GROUND ON, CATCH UP WITHThe source senses of these itgbesng in front of sb/sth, or
reaching sb/sth in front of you) tend to be pra@eécbnto the notion of business competition.
Simply put, being ifront means being or doinigetterthan one’s business rivals (examples
60, 65, 66). Being in thback on the other hand, extends to the axiologicaionobf poor
business performance, i.e. dowgrsethan one’s competitors. This finds its reflectiarthe
semantics of lemmas suchlasG, LOSE GROUND, RUN OUT OF PUFF, LOSE MOMENTUM
(examples 61, 76, 80, 83). FinallyACK OF MOTION subschema maps onto the target con-
cept ofeconomic stagnatioar slump(examples 70-73), whereas the single lemma asttie
SETTING INTO MOTIONsubschema i.elUMP-START, draws on the analogy between a bro-
ken car and the poor condition of a country’s econoSetting the car into motion is here
tantamount to restoring it to working order, whiohturn, correlates with the target notion of
attempting tamproveeconomic performance (example 75).

As far as the axiological aspect of the target donsaconcerned, the general pattern is
that the experiential domains BORWARD and QUICK motion are the sources of positively
charged meanings such as business expansion, eicopagress, improvement in the func-
tioning of particular business institutions/markststors (examples 58-59; 62-64BACK-
WARD andSLOW motion schemas, on the other hand, give rise gathely valued phenome-
na such as lack of progress, decline in businesséacic activity, or economic recession (ex-
amples 68-69; 77-79). Thus, in all these casegtbwmtypical values assigned to particular
source domains are preserved under metaphoricagingg However, some instances of a re-
verse axiological transfer have also been tracdtiardata. As in the other cases of this kind,
also here the actual valuation assigned to aoekttip profiled by a verbal predication depends
on the actual values of the TR entities. More djpadly, the minus TR incorporated into the
prototypically positiveFORWARD schema gives rise to negative actual values. @Gengs5):

85. Mr Klaus inspiredh debt-financelR/ (-) surge which ended in a currency crisisnia-1997
and in political turmoil. [-]

The negative TR slotted into tisOW motion schema, on the other hand, reverses the abs
lute minus axiology ascribed to this schema, astitated in (86).

86. The country's central bank said a slowdowimflation TR/(-) allowed it to cut interest rates,
for the second time in two weeks, to 39.5 from 42 gent. [+]

74



BACKWARD motion schema has not been found to be subjeoteshyt reversal of values,
which is to say that it invariably preserves it$\as axiology under metaphorical mapping.

NODE tends to recognize the extended nature ofjdlatitative or/and axiological mean-
ings of the key lemmas, listing them as subserfsiee gpatial meanings. For example, this is the
case in entries fohDVANCE, SURGE, AHEAD, ACCELERATE, OVERTAKE, RETRER all of
which have been defined in quantitative and/or lagjical terms.

However, there are also quite a few items, whoggetaneanings have not been found
in the dictionaries consulted. As could be expectéey include mainly phrasal items:
SNAIL'S PACE, SEIZE UP, LOSE GROUND, LOSE/GAIN MOMHE UM, PULL BACK, RUN
OUT OF PUFFE Also, a few instances of sense blending have lbamtified. For example,
HEADWAY is defined by NODE as “forward movement or progte8y the same token,
HALT is defined as “a suspension of movement or acttypycally a temporary one” (NODE).
The examples that follow clearly point to sensadhieg: “a halt in production; a bus screeched to
a halt”. The same concerb8G which is defined as “fall behind in movement, pess, or de-
velopment; not keep pace with another or other©I[E). Also, the definition foLAG only ap-
proximately matches the uses found in the corpdganvides a good illustration of the high de-
gree of circularity found in the way dictionarieanklle metaphorical meanings. That is, the notion
of “falling behind in progress” found in NODE's epntis a good example of sense blending and
also shows a high degree of entrenchment of th@&akpanstrual of the notion of development or
progress. A similar type of circularity is found time PACE entry: “the speed or rate at which
something happens, changes, or develops”.

Finally, a mention should be made of the morphachlagirocesses involved in deriving the
key lemmas. The most obvious is of course compogndiepresented bgLOWDOWN and
SETBACK, both of which have a terminological status inifess/economic discourse. The for-
mer combines two spatial schemata in order to gotihestarget concept of a decline in economic
activity. SETBACK, on the other hand, combines B%CK spatial schema with a general concept
of putting something in a particular place in orttegive us a handle on the concept of a fall in
prices (on a stock or financial markets). AdditibnaSETBACK, can be classified as a morpho-
logical sense extension by our definition, as nare®domain correlate can be found in English
(as opposed t8LOWDOWNwhich can denote an act of slowing down).

6.5. Strength & weakness

The following aspects of the experiential domairSORENGTH and WEAKNESS are high-
lighted under metaphorization:
a. Having a lot of physical powdt)
[STRENGTH, STRONG]
b. Having little physical powe(-)
[WEAKNESS, WEAK, WEAKEN]
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CORPUS EXAMPLES:

87. He predicted profitability would remain strdmerause of a further likely rise in market shar¢ (...
88. These figures are still higher than normalderiods of economic strength, mainly because of
the rise in personal bankruptcies.

89. Car stocks were weak after their recent spéealadvances.

90. Small company shares weakened, sending theelRR2680 index down 1.58 to 423.75.

91. Economists blame the drop in factory gate prioe economic_weakness in Asia and the
strength of sterling, which together have erodedcibmpetitiveness of UK exporters overseas and
made imported goods cheaper

The source concepts of physical strength and wesakget mapped onto the domain of busi-
ness performance ViIBIORE IS STRONGand LESS IS WEAK metaphors. These mappings
appear to derive from the following correlationseexperience: thenoreenergy or power one
has, the stronger one is, and conversely|dbgstrength one has, tiveeakerone is. Howev-
er, another explanation is also possible, andr¢lsted to our common construal of physical
strengthor weaknessn terms oflarge andsmallbody size, respectively. A shorthand way of
capturing this is a simple formula: the bigger stnger, the smaller the weaker. Also, the
prototypical axiology of the source domains undaestigation seems to be clearly delineat-
ed in that physical strength is typically conceiwdds a sign of good health, well-being, vi-
tality, etc. Physical weakness, on the other haypically correlates with negative aspects of
our bodily functioning such as poor health, tiregsk)dack of vigor, etc.

The semantic extensions of the source doma®T&®&ENGTHonto the domain of busi-
ness activity typically involve simultaneous actisa of MORE IS STRONGand GOOD IS
STRONG conceptual metaphors. This, in turn, gives us alleaon the target notion of suc-
cessful business performance, which is typicallgregsed in quantitative terms, e.g. as an
increase in profits or business activity (exam@&s 88). TheWEAKNESS domain, on the
other hand, is extended onto the target domairtheacombination o£ESS IS WEAKand
BAD IS WEAK metaphorswhich gives rise to the overlapping concept obrpperformance
and a reduction in value/quantity/intensity of Imess activity etc. (examples 89-91).

While in most cases the prototypical axiologySAfRENGTHandWEAKNESS source
domains is preserved under the mapping onto thyett@lomains, some instances of the re-
verse transfer can be found. However, this reveapplies mainly to currency values in that
weak currencies might be perceived as an advantaggenomenon, while strong currencies
may be seen as contributing to a financial losss Ehillustrated in (92) and (93}

92. The cost advantage for Asian suppliers stear fheir lower labour costs, modern plants and
weak currencie§TR)/(n), following devaluations in the region][+

93. Meanwhile, Ishidawajima-Harima Heavy Industnegned it would probably post a loss this
year, because of tlerongyen(TR)/(n) and unprofitable overseas projects. [-]

% STRONG IS BAD and WEAK IS GOOD concepts do seethaee some (albeit not unambiguous) experien-
tial basis in that physical strength tends to beoeisted in our culture with shortage of intell@ttoapacities
(e.g. the stereotype of a muscular macho); weakoasthe other hand, might be perceived as a nsatfen of
some positive aspects of the woman'’s personalith sis femininity, tenderness, softness etc.
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As can be inferred from the relevant dictionaryriestthe notions of strength and weakness
have achieved a prominent status within the fidléhusiness/economics. NODE's entry for
STRONGIncludes two highly relevant references listedalssenses of the core meaning (2).
One subsense brings into focus the general nofiéinancial stability while the other refers
specifically tohigh or rising share pricesThe latter definition, however, seems to be shgh
too restrictive in the face of the corpus data,ctshow that the notion of weakness relates to
various items, not only prices (cf. example 87). s the nominal lexem&TRENGTH
NODE does not make any explicit references to tireain of quantity or business/economic
performance in its extensive listing of the reldvembsenses. However, this omission can be
treated as a case of sense blending, especiallg ifake a recourse to other dictionaries.
LDOE, for example, definestrengthas “the quality or degree of being strong or pduer
and provides some examples that clearly minglepthysical and value-related notions: “He
does weight-training to build up his physical sg#m the current strength of dollar.” Finally,
NODE'’s entry forWEAK provides some relevant references. Particulalguamt are the sub-
senses of the core meaning (2), which bring tot ligh business/economic context of use of
this item, i.e. insecure financial position and devard market trends. The nominal and ver-
bal entries do not contain any relevant referengesthe examples provided (especially by
OALD) show that some degree of sense blending sdouhese entries.

6.6. Health & illness scenario

Physical condition of living organisms has turned o be another productive source domain
giving us a handle on the target notions of sudakssd poor business performance. This
broad domain incorporates a very diversified exg#ral input, which can be organized into
a fewsubdomaingsas listed below:

a. Physical condition of the bodgHAPE

b. Well-being IN GOOD SHAPE, HEALTHY, ROBUST, VGOROUS

c. Indisposition UNHEALTY, AILING, SICK, ILL-HEALT, SUFFER, PAIN, ANAEMIC,

PNEUMONIA, SNIFFLE, HAEMORRHAGE, LIMP, IN BAD SHAPE
d. TreatmentREMEDY, POISON PILL, MEDICINE, INJECT, COMPANY DOTOR
e. RecoveryRCOVER, RECOVERY, RALLY, ON THE MEND

CORPUS EXAMPLES

94. As the IFS report points out, government firemnare now in_good shape and there is a fair
chance that its fiscal and inflation targets wél ttit for the next three years.

95. While the American economy ended 1998 in mhehsime condition it started the year - rude
good health - should the latest financial crisimtinto a full-blown Brazilian slump, the damage
to the US and the world could be much more serious.

96.The All-Share index produced a healthy returthefourth quarter (...)

97. “Now they are looking for operating profit grdiwof 40 per cent. That is a healthy perfor-
mance but lower than previous expectations.”

98. The best shock absorber for Europe would berbation of a robust economy and a gradual
return to full employment.
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99. Luxury sales have remained robust in North Acaeand western Europe

100. The difference this time is that the domestionomy, the corporate sector in particular, is in
worse shape

101. Last week one of the reliable perennials, Mahkd Spencer, showed signs of ill-health.

102. The cost-cutting drive at AT&T helped the EsgUS telecommunications company to meet
Wall Street's expectations with a 45 per cent meeein operating earnings in the final months of
last year, despite an anemic 0.4 per cent growitls icore long-distance business.

103. The Rover headache is a serious blow to BM8&S8 profits. Rover's sales have been falling
and the strong pound has made exports less prefitab

104. DFS Furniture was also a heavy faller. Theiiptes year's windfalls had boosted consumer
spending on such lumpy discretionary items as fureiand carpets, creating a bad hangover in
1998.

105. Analysts say the industry suffers from too ynbanks, a lack of transparency, the govern-
ment's failure to privatise unhealthy state-ownaudis (...).

106. Japan's investment bankers have just hadalgear. And 1999 could deliver yet more
pain.

107. As the markets limped through the fourth cgrahe main subject of conversation was the
unprecedented collapse in trading volumes.

108. However, the ministers acknowledged that Bsaizbubles were likely to hurt some private
companies with substantial business interests tmLl&merica, particularly if financial sickness
spread to Argentina and other South American castr

109. But in the longer term the sickly state of t€ economy, and the threat of portfolio shifts
out of sterling into the euro, mean that the pocawld face a rocky few months.

110. His views are echoed by David Aaron, of th@eprendent financial adviser David Aaron
Partnership. “We are not recommending Gibs,” hesdyates are very, very sick”.

111. But while software group Oracle has caughuprania, Intel, one of the industry's bellweth-
ers, seems to have escaped with a sniffle.

112. Prescribing medicine for corporate ills: COMIPADOCTORS by Emiko Terazono:

113. Analysts argue that the only remedy is foringrcompanies is to cut their output

114. Mr Jungels said the merger was not intendeal @sison pill to deter other companies from
launching a hostile bid for Enterprise.

115. The real estate sector was the strongestrpefoof the day after reports that Japan's ruling
Liberal Democratic party was considering injecti#0,000bn into the ailing real estate market.
116. Rebuilding confidence in a company througbkisnmanagement is the main task for a com-
pany doctor. A successful company doctor will mansagbring about the essential ingredients of
a turnaround.

117. “You have a steel industry haemorrhaging wfith flooding of our markets with foreign
dumped steel, causing the loss of thousands of gt the administration is applying a small
Band-Aid,” said Republican senator Arlen Specthailenan of the Senate steel caucus.

118. “The discussion implied that the crisis was/ram the mend,” said Andrew Crockett, general
manager of the Bank for International Settlements

119. Some of the higgest internet stocks contirnteedtcover from the sharp falls they suffered
last week

120. Philips rose 2.45 to 65.65 and the fierce/iatiiBaan continued apace.

As shown by the key lemmas and the examples, tigettaotions of successful and
poor business performance tend to be conceptualizeztms of signs of good or bad health
respectively. The former is evoked by lemmas SiCHEALTHY, ROBUST, VIGOROUSor
some phrasal items, e.¢giN GOOD HEALTH/ SHAPE (examples 94-99). It should be noted
that in the case ®ROBUSTandVIGOROUS the general notion of good health is additionally
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reinforced by that of strength and energetic badravn other words, being healthy means
havinga lot of strength and energy. This experiential corietats, in turn, mapped on to the
quantitative domain giving rise to the target notaf satisfactoryquantity/amount (example
99). The same correlation seems to underlie thesgeextension oEALTHY, which apart
from the general axiological meaning of succespiiformance (example 98), also has the
quantitative sense as exemplified in (97).

PHYSICAL INDISPOSITIONsubdomain is instantiated by a range of items witie or
less specific reference. Thus, there are itemsiwimake a general reference to poor state of
health, such agdNHEALTHY, AILING, SICK, ILL-HEALTH, SUFFER. However, more specific
ailments such aSNIFFLE, PNEUMONIA, HAEMORRAGING, HAENGOVER, HEADABE
have also found their way to business discourse.f@lmer get extended to the general no-
tion of poor business/economic performance (exaspld, 105, 109, 110, 115), the latter on
the other hand, serve the function of highlightaggtain more specific aspects of this broad
axiological domain. For examplENEUMONIA andSNIFFLE have been brought together in a
single sentence to emphasize the discrepancy igrihty of financial difficulties, as experi-
enced by the two companies (example 111). Furthexntbe loss of blood inherent in the
notion of HAEMORRAGING corresponds to the loss wéluable people or resourcesghich
are as vital for the successful functioning of besses as is the blood for the functioning of
living organisms (example 117). Next, the notionH#NGOVER activates the ontological
correspondence between the pairdfiereffectsof drinking too much alcohol and the nega-
tive consequencesf a spending spree. Thus, the unpleasant re@onigssof an otherwise
enjoyable activity have been brought to light witie metaphor (example 104). The lemma
ANAEMIC also deserves a mention here. Its quantitativenmgdexample 102) can be traced
back to the source notion shortageof physical strength or energy which manifestdfiise
the target domain amsatisfactory amount or value

It should be noted at this point that only four otithe twelve lemmas listed under the
heading ofIDISPOSITION domain have been recognized by dictionary congpiéexr having
guantitative or/ and axiological senses — theseSareFER, SICK, HEADACHE, HEMOR-
RHAGE. The remaining items have been defined only inioadr physical (bodily) terms,
which testifies to their lower entrenchment in Imesis discourse.

The lemmas grouped under the TREATMENT headinggbirto focus the central no-
tion of counteracting undesirable business/economic phenank@r exampleREMEDY and
MEDICINE metaphorgdexamples 112, 113) allow us to conceptualizesdiifit means of solv-
ing financial problems in terms of substances trecbring disease¥. By the same token,
the notion ofINJECTION is extended to target sensepwbvision of financial resource®
business institutions, typically those experiencsogne financial difficulties (example 115).
What is highlighted here is the remedial effecaahedical substance injected into the body
of a patient, which corresponds to the benefidifots of financial support given to a busi-
ness institution. Furthermore, the phrasal iIBEISON PILLrepresents and interesting case as
it combines the minus (poison) and the plus (ppte¢ of the axiological scale. This, in turn,
is reflected in the target semantics of this catamn, which, on the one hand, denotes reme-

351t should be noted that REMEDY has turned out éontuch more conventional or entrenched than MEDI-
CINE, the latter occurring on a more idiosyncraisis.
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dial measures taken by a company to avoid a hdstliebut on the other hand, suggests that
these measures are bound to have a bad effecednrtbtioning of this company. Another
phrasal item associated with the subdomaimREATMENT is the lemmaCOMPANY DOC-
TOR, which has not been traced in any of the referevads, however the corpus itself has
provided a relevant definition (see example 116).

The final stage of our scenario is the statestdirning to health after an illnes#s tar-
get domain counterpart can be specifiededarning to the state of effective functioning or
prosperity after a period of financial collapse. Among thgidal correlates of this domain,
one can findRECOVERY, which has a well-established position in econonaicd finance
discourse, denoting “a rise in the buying and isglbf shares or of the economy” (NODE),
especially after a prolonged fall in value. AnotlEnma listed under this headingRSLLY ,
defined by NODE as “(of share, currency, or comrmogrices) increase after a fall.” This
sense ORALLY appears to represent an indirect metaphoricasfieann that it derives not
from the core meaning of ‘rally’, as used in miljtacontext, but from one of its subsenses
relating to recovering one’s health or spirits. $hilne notion oRALLY, as used in econom-
ics and finance, is an extension of a sense, witself is a metaphorical extension. The last
item on our list -ON THE MEND is closely related in meaning RECOVERY andRALLY .
However, it represents a more creative (less eciierf) instantiation of the recovery meta-
phor, as none of the dictionaries consulted relatspecifically to the domain of finance or
economics. Providing more creative substituteswiell-entrenched or established concepts
appears to be a stable tendency in economic diseoénothe example of this tendency is
ROBUST and VIGOROUS while the former is marked as a terminologicalntin lexico-
graphical resources, the latter is defined mainlgelation to bodily health and energy.

It is also interesting to observe that only sormgegameanings have been labeled as fig-
urative by dictionaries compliers. For example, tdrget meanings ({EALTH andSICK are
marked as figurative by NODE, which mentions théars of ‘financial health’ and ‘finan-
cial problems’, in the respective entries. Uses likese appear to represent an intermediate
stage between the full conventionalization of metajzal meanings (as observed, for exam-
ple, in the case HJAEMORRHAGE and ROBUS]);, and more creative uses, which remain un-
accounted for by lexicographical resources.

Finally, it should be observed that each of thedsuofains of theHEALTH/ILLNESS
scenario, as discussed in this section, is chaiaeteby either positive or negative axiologi-
cal load which is invariably preserved under metaiglal transfer onto the target domain of
business/ economic performance. This can be skettmineas follows:

Physical condition Financial condition

1. PHYSICAL WELL-BEING (+) N SUCCESSFUL BUSINESS PEGRMANCE (+)
2. PHYSICAL INDISPOSITION (1) —> POOR BUSINESS PERFRIRNCE (-)
—

3. TREATMENT (+) IMPROVING BUSINESS PERFORMANQCE)
4. RETURN TO HEALTH (+) —> RETURN TO EFFICIENT FUNCODNING (+)

Fig. 6.11.Mappings from physical condition to financial cdaiah
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6.7. Violent behavior scenario

The inspection of the corpus data has revealed@auof lemmas denoting various acts of
violent behavior, which provide a means for underding various aspects of poor business
performance. Most of these lemmas evoke an imagevaftim of different acts of violence:

— HIT, BRUISED

— (take, feel a) BRUISE

— BATTERED/ HURT/ KNOCKED/ STRIKEN

— (suffer, take a) BLOW

— TAKE POUNDING/ TAKE A TOLL ON

— CASUALTY

CORPUS EXAMPLES:

121. Share prices were also hit as Northern Rbekfdrmer building society, said it was consider-
ing scrutinizing part of its mortgage portfolio.

122. Car stocks were bruised by renewed concemsdewvelopments in Brazil (...).

123. Brazil's battered currency took another blowWdednesday as an interest rate increase by the
central bank failed to convince nervous currenagérs.

124. Although recession and higher taxes will lamnpany earnings, the market seems to feel
that the suffering will be worth the price if itibgs.

125. Japanese share prices take pounding.

126. A profit warning from RMC knocked the shar&mast 8 per cent or 59 to 693p after the con-
struction group highlighted troubles in Germany.

127. The emerging markets crisis, while takingalon Asian sales, did not affect sales in Rus-
sia, which grew 25 per cent to 2,500.

128. Meanwhile the stricken Japanese economy showggns of emerging from its troubles.

129. The chief casualties have, inevitably, beeakeebrands which were already losing momen-
tum.

What is highlighted under metaphorization hereuiesing caused by different acts of violent
behavior, with business institutions being preserds the injured party (casualties). In other
words, business/ economic underperformance is ptugleed in terms of physical injuries or
pain suffered by a victim of violence. It should ddso observed that the target concept of poor
business performance is typically expressed intgaave terms, that is as a reduction in value,
guantity or intensity of business activity. Thitat®nship between the source domain of physical
injuries and the target one of quantity or value lsa traced back to the experience of haliitig
energy or physical strength that typically chandots the injured party. The correspondences
between the two domains under discussion is pregémthe diagram below:

SOURCE DOMAIN (-) TARGET DOMAIN ()

PHYSICAL INJURIES —> adverse business/economic phera
reduction in value/quantity/business activity

VICTIMS OF VIOLENT BEHAVIOUR —» companies, marke&sconomies badly
affected by adverse phenomena

Fig. 6.12.Mappings from physical injuries to business pearfance
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It should be noted here that the negative valuaassociated with the source domain of vio-
lent behavior is preserved under metaphorical nmgppnto the target domain, no instance of
the reverse transfaraving been yielded by the corpus.

The dictionaries consulted tend to recognize theceptual link between the source
domain of physical injuries and the target axiodadjiconcepts, which are typically granted
the status of subsens€ss can be judged by the vocabulary employed imefevant entries
e.g., ‘be affected by unfortunate circumstancesT), ‘detrimental effect’ KIURT), ‘disap-
pointment” BLOW), ‘harmful/damaging effect’'STRIKE), or ‘setback’ KNOCK). As can be
seen, some of these explanations represent exaof@esse blending (cf. harmful/damaging
effect), whereas others only approximately matehdbrpus uses (cf. ‘disappointment’ mean-
ing of BLOW, which clearly personifies business institutionf)e items that have not been
accounted for by reference works includ&E A POUNDING andBATTERED, which repre-
sent more creative extensions of the well-estadtistoncepts denoting negative consequenc-
es experienced by someone or something. Also, ah@nal and verbal forms of the lemma
BRUISE remain unaccounted for. However, it is interestingiote that NODE mentions its
adjectival formBRUISING, marking it as a figurative meaning and providimglefinition
which approximately matches the corpus uséguftative (of an antagonistic or competitive
situation) conducted in an aggressive way andylikelhave a stressful or damaging effect on
those involved.” The label of figurative use isoalattached toCASUALTY: “(figurative)

a person or thing badly affected by an event aagdn.” (NODE). This shows that some of the
concepts derived metaphorically from the domaiwiofent behavior are considered as fully
conventionalized (e.gdIT, HURT), while others are still in a transitional state.

6.8. Emotional/mental states

Emotional/mental states provide another sourcexafl@gically charged concepts found in
business discourse. Both positive and negative ien®are subjected to metaphorical map-
pings onto the target domain of business performanbhe mapping are activated by the fol-
lowing lemmas:
a. Positive emotional state€HEERFUL, ENLIVEN, PERK UP
b. Negative emotional stateBEPRESS, TROUBLED, DISTRESSED, UPSET, LISTLESS,
SUBDUED, SOUR THE MOD

CORPUS EXAMPLES:

130. “The market's been depressed all day,” he ‘$tided to rally, but couldn't get above $282.0

131. The move will further depress the property findnce sectors just as doubts abound about
the outcome of this week's land auction.

132. Exuberant Helped by the strong early tone @l Btreet and a cut for interest rates in Brazil,
Latin America was looking its most cheerful for someeks. At the close of morning trading, the
benchmark benchmark Bovespa equity index in SatoReas up 5 per cent.

% The single exception is the lemma STRIKEN, whasgedt meaninglamaging effegthas the status of a sepa-
rate (core) meaning in NODE.
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133. He is expected to outline the government'&pdbr the country's troubled economy and its
financial sector in particular.

134. Lasmo said a proposed link-up with Enterpwias among “a number of strategic initiatives”
under review by the group, whose share price &sll Week to a 12-year low amid rumours that it
is financially distressed, an allegation vehemed#yied.

135. Key administration officials, led by Robertt®u the powerful treasury secretary, have ar-
gued firmly against tough unilateral action becaofthe danger of upsetting the delicate econo-
mies of Asia and angering trading partners.

136. TORONTO was higher after a subdued mornimgtiet_enlivened by activity in the pharma-
ceutical and high-technology sectors.

137. Bond markets were listless on Thursday irfitted day's trading of 1998.

138. The other FTSE indices also perked up aftatteer sluggish start.

139. Analysts noted that the currency touched a mmord low against the dollar briefly during
the afternoon, which had further soured the mood.

As can be seen business entities such as marketgymies, stocks tend to be personified, i.e.
they are ascribed the human quality of being ablexperience positive or negative feelings.
There is a straightforward axiological transfemasn the source and the target domains in that
that positive emotions are extended onto the tadgebain of positive or desirable busi-
ness/economic phenomena (examples 132, 136, 1B8)eas the negative emotiare project-

ed onto the target domain pdor business performanéexamples 130, 131, 133-135, 137, 139).
The quantitative aspect is also present in theegoelization of the target notions in that suc-
cessful and poor business performance are typicaiigeived of as, respectively, rising and fall-
ing business/economic trends. This conceptual liekwveen the source domain of emotional
states and the target one of quantity or intemsitybe traced back to the experiential correlation
betweenfeeling goodand anincreasein vitality, on the one hand (when we feel good hvese
more energy and we anmore active), andeeling badand adecreasean vitality, on the other
(when we feel bad we halessenergy and we atessactive). The former correlation is particu-
larly perspicuous in the semantics EXILIVEN and PERK UP (examples 136, 138), whereas
LISTLESS andSUBDUED seem to be manifestations of the latter corresparel (example 136,
137). The diagram below summarizes the axiologiagping between the two domains.

SOURCE DOMAIN TARGET DOMAIN

Successful business performance (+)
FEELING GOOD (+) —> Increase in value, intensity ofmess activity (+)

Poor business performance (-)
FEELING BAD (-) —> Decrease in value, intensity afsiness activity (-)

Fig. 6.13 Mapping from the domain of emotional states tsibess performance

As regards the dictionary status of the lexicahgeunder discussion, most of the target senses
as traced in the corpus have not been accountdayfany of the reference works consulted,
which points to a low degree of their conceptuatesrthment. An exception is the lemDB-
PRESSwhose quantitative meaning has been recognizdubthygeneral and more specialized
dictionaries (cf. NODE and ODBE). The item has aecbd terminological status within the
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field of economics and finance and is defined byBBDas “period with very little economic
activity”. A separate explanation is provided tepressed market “a market where there is
little demand for the products or services offefedsale.” (ODBE). Thus, both definitions
highlight the quantitative aspect of the targetarobf unsuccessful business performance.

6.9. Metaphorical clusters

In the sections above our focus has been mainlyirgle lexical items or fixed expressions
that evoke particular image schematic structuresvé¥er, the corpus data provide instances
of key lemma clusters which form more extendedtdtiess of metaphorical language. This
phenomenon will be referred to meetaphorical clusteringn the present study. Two types of
metaphorical clustering have been distinguishedcansistenandinconsistenimetaphorical
clusters, as defined and illustrated below.

« Consistent metaphorical clusters — these are ctustieich consist of lemmas deriv-
ing from the same or conceptually related imagesia e.g.

140. Many of the companies already present in 88 list have also climbed significantly higher
in the rankings.

141. The shares rose steadily to reach a peakQuf B May 1996

142. TORONTO was flat at midsession although itsl gwoducers climbed in step with a modest
rise in the bullion price.

143. After a decade of in-market consolidationhi@a US banking industry, some of the giant
institutions that have emerged at the top of thephtare starting to raise their eyes to the hills.

All the above clusters consist of lexical itemsaassted with UP image schema. As these
examples show, the clusters are characterizedffgretit degrees of conventionality or, dif-
ferent levels of conceptual entrenchment. For exentpe cluster in example (140) seems to
be a case of more conventional language use tlenlalster in (143). This, in turn, is best
accounted for in terms of the theory of prototypigeas applied to image schematic struc-
tures. More specifically, particular image scheroas be represented by more or less proto-
typical notions, which results in more or less aamional linguistic expressions arising from
them. Looking at examples (140) and (141), theghtorward observation to be made is that
items such aSLIMB andHIGHER are more central members of UP image schemaHBa®r
andHILL, which seem to occupy more peripheral areas ofthema in question. The same
phenomenon clearly shows in the case of the metegaha@xtensions of DOWN schema.
Consider (144)-(146):

144. (...) only to see the price fall to a low of 33pt February.

145. The real dropped immediately to the bottoritsofiew band of R dollars 1.20-RDollars 1.32.
146. Peter Salsbury announced a surprise profiteimgaand gave details of Christmas trading so
dire that some pundits were left wondering whetther flagship of British retailing had finally
been sunk.
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Thus, example (144) and (145) seem to be more obioval than (146), since they activate
more central dimensions of DOWN scherral(L, LOW, DROP, BOTTOMN), than the latter
(FLAGSHIP, SINK), which evokes a more specific but also more péstgue imagery.

As has been noted earlier, there are schemas ahéchaturally related to one another
at the experiential level, such as, for exampl andDOWN, schemas (cf. 6.2, 6.3). Conse-
quently, they tend to merge under metaphorical nmgppvhich can be illustrated as follows:

147. (...) shares falling from a high of 774p to &&5p at which they now trade.

148. GM's share of new car sales has slipped frgea# of 50.7 per cent in 1962 to about 30 per
cent today.

149. National Savings fell off its perch at the tdghe savings ladder last year.

150. The economy is not about to fall off a cliff].

The above examples show that the natural conceparal holding betweedP and DOWN
schemata is preserved under metaphorical mappinmighvgives rise to a number of different
metaphorical expressions. The prototype effectiappiere in the same way as in the cases
presented earlier. Thus, clusters (147) and (14f)l@y more central members DOWN and
UP image schema&ALL, HIGH, PEAK, SLIP and as such constitute more conventional met-
aphorical expressions than cluster (149) and (W60¢h draw on less prototypical conceptu-
alizations PERCH, LADDER, CLIF#.

Yet another observation that emerges from the cdaia is that th&P and DOWN
spatial orientations interact with the containmecttema, which also exerts some impact on
the structure of metaphorical clusters. Here ameescorpus illustrations of this point:

151. Togliatti complex on the Volga river that puods Ladas and Zhigulis, sank deeper into debt.
152. In South America, meanwhile, Ford is talkimgyoof “improving” operating results. Here, it
had hoped to break even in 1998, but had sunkfeteed, to the tune of Dollars 75m (...)

153. (...) as the country began to climb out of aadecof economic collapse since the break-up of
the Soviet Union.

154. (...) manufacturing was close to climbing ouitefrough.

As can be inferred from these examples, finanaiaamnomic underperformance is concep-
tualized adeing inside of a containdexamples 151, 152). Consequently, the sourc@moti
of going or being outsideof a container provides us with a conceptual foblunderstanding
the target notion of overcoming financial (or odheifficulties by particular companies, sec-
tors, economies etc. (examples 153, T84he lexical correlates of this pattern range from
highly conventional items (examples 151-153) to enigliosyncratic expressions (154). This
again has to do with the degree of prototypicadityconceptual representations (e.g. ‘climb

%" There seems to be a correspondence between éh@fgrototypicality and the degree of specifiaifythe images
evoked by a given lexical items. That is, the lgsscific a word is the more prototypical areas given schema it
appears to occupy. For example, ‘fall' and ‘lowe aather general representatives of DOWN schematathé same
time represent more prototypical instantiationthigf schema than, say, ‘flagship’ or ‘sink'.

% |t should be also noted that the notions concedfetb less prototypical tend to be more spedifit @early deline-
ated in our conceptual systems than those condidsrmore central, which tend to be more genecithars vaguer.
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out of economic collapse vs. climb out of trougfROUGH is a much more peripheral instan-
tiation of DOWN schema tha@OLLAPSE).

* Inconsistent clusters — these are the clustershadiiaw on experientially unrelated
structures. Consider the examples below:

155. Electrical goods retailer Dixons was the Ipesformer in the FTSE 100 with the shares hit-
ting a new high as the market appreciated Wednésdaws of the success of the group's internet
service.

156. Foods group Danone was the day's hot stodékg dimit-up at one stage and closing with a
gain of 8.9 per cent or 18.60 at 228.50 followitigsg results, which helped lift the clouds that
descended on the sector last week.

157. Once the yen started to rebound, such speautgterators had to unwind their positions rap-
idly, further fuelling the Japanese currency's.rise

158. The dollar flirted with collapse again yestrddipping below Y110 against the yen amid
heavy selling and attempts to cash in on optioosrat that level.

The collocations highlighted in these exampleswdefrom clusters of cognitively distant
domains of experience. For example in (155), violeehavior HIT) and UP orientation
(HIGH) come together despite their apparent lack ofigaity at the experiential level. Thus,
if approached literally, inconsistent clusters seenantically opaque, that is they do not evoke
any coherent conceptualizations. To illustrate,canfuel a vehicle but not a@se (example
157), we carift objects but notlouds(156), weflirt with other people but not wittollapse
(158). It should be clear that consistent clusteesmore transparent on literal reading.
Similarly to consistent cluster, the inconsistemtaphorical clusters differ in the degree
of their conventionality: they might be highly cantional linguistic expressions (elgIT
A HIGH), or even idiomatic item4.[FT CLOUDS), but they might also be one-shot metaphors
(FLIRT WITH COLLAPSE). The points made in this section can be summaiasefollows:

17 metaphorical clusters —l

consistent inconsistent

(rooted in cognitively (rooted in cognitively
related schemata) unrelated schemata)
conventional idiosyncratic conventional idiosyrira

Fig. 6.14Metaphorical clusters

In sum, depending on the nature of the underlymgge schematic representations, we get
either consistent or inconsistent metaphoricaltelgs which are represented in language by
items characterized by different degrees of conm@pmntrenchment. As has been seen, these
clusters range from fully conventionalized meansrgfuistic expression (e.@LIMB HIGH-
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ER, HIT A HIGH) to fully idiosyncratic or ‘one-shot’ metaphoricakpressions (e.GALL OFF
A PERCH, FLIRT WITH COLLAPSE The space between these two poles tends tdldxd by
more or less conventional and more or less idiasyrecmetaphorical clusters.

The best measure of the degree of conceptual ehireant of particular key lemmas
and metaphorical clusters they form (both consisted inconsistent) appear to be frequency
data provided by corpus texts. They will be dealhwn chapter (8).



7. Metaphors In Polish-Language Business Journalism

7.1. Introduction

The present chapter is concerned with metaphoaiiseifPolish-language data. It is structured
in the same way as Chapter 6 in that lexical metegphre treated as ‘points of access’ to the
underlying conceptual mappings and the main fosusni the metaphorical structure of the
domain ofsuccessfubnd poor business performanc&he lexical material is organized ac-
cording to the source domains evoked by particsdts of expressions identified in the corpus
of texts drawn from Polish-language business p(elssmethodological chapter). Also, the
corpus uses of the key lemmas have been confrevitedheir dictionary status and the mor-
phological processes associated with particulasesentensions have been given some atten-
tion. The chapter ends with a discussion of motereded stretches of metaphorical language,
i.e. metaphorical clusters.

7.2. UP image-schema

Polish-language data abound in metaphorically elddrsenses rooted in UP image-schema.
A number of different aspects associated with @ad experiential domain is subjected to
metaphorization via the quantitative mappM@RE IS UP At least three different image-
schematic structures appear to be involved in tk&aphorical mappings in question. Here
they are together with their lexical correlates:

a. Upward motion which incorporates both causative as weltediexive scenario (cf.
fig. 6.2 and 6.3 respectively). The former is ewbks items such a@/ZRASTAC
(grow/rise), ROSMC (grow), PODNIBC SIE (rise), PAC SIE (climb), WSPAC SIE
(climb up), SKOCZY (jump), ODBIJAC SIE (rebound), WYBIJA SIE (bounce),
WYSKOK (jump), WSCHODZ( (rise), BC/PIAC SIE/RUSZYC/POGNAC PRZESKA-
KIWAC/ PORUSZA® SEE W GORE (go, climb, move, rush upwardsfhe latter pattern,
which typically involves spatial manipulation ofjetts (elevating something to a higher
position) is characterized by a lower productiatyd is instantiated by the following
items: PODNIESC (raise), PODWY.SZAC (put up), PODCAGNAC W GORE (pull up),
WYWINDOWAC (hoist), WINDOWAC (hoist), LEWAROWAC (leverage), BWIGNIA
(lever), PODBIJA (push up), CAGNAC W GORE (pull up).

b. Upper parts or surfaces SZCZYT (peak), WIERZCHOLEK (tip/top), PULARceiling)

(cf. TOP subschema fig. 6.4).
c. vertical measurementgadj.)WYSOKI (high). (cf. VERTICALITY schema fig. 6.5).

CORPUS EXAMPLES:
1. Ropczyce rosnjak na dradzach

2. (...) kurs akcji wzrést o 12,9%, odbiiajsi od 35,6 zt. Analitycy uwaaja, ze Echo ma dalszy
potencjat wzrostowy.




3. Wyzsze euro oznacza wzrost cen, cazenprzetay¢ sie na wielkaéé sprzeday.

4. (...) indeksy nie zdotatysdotyd podnigé.

5. Stworzenie jednego tak zkgo podmiotu w zamystach resortu gospodarki ma ipéémiary-
godna¢ kredytowg stoczni.

6. Wzrost cen miedzi i zyskéw pozwoli na podkiypensiji.

7. Jéli rzeczywistym celem nabywcéw akcji z zeszlegooyia bylo_podcigniecie notowa,
wywotanie euforii i sprzedaakcji po wyszych cenach nie wykluczatbym jeszcze jednej préby
ataku.

8. Fiasko préby pokonania oporu spowodowato wyyaspadek optymizmu $od inwestorow
wierzagcych w kontynuagj dotychczasowych zwegk.

9. Wegcie inwestora z Ukrainy winduje notowania spoétki.

10. Po niewielkiej zwgce na otwarciu indeks najykiszych spotek wspl sie do 1258 pkt, czyli
w okolice szczytéw poprzedniej fali wzrostowej zghomu roku

11. (...) MACD po obronie wsparcia w postaci poziorawnowagi i przetamaniu spadkowej linii
trendu rénie w kierunku ostatniego lokalnego wierzchotka.

12. (...) osignicto putap maliwosci produkcyjnych.

13. (...) potrzebnaddlzie hossa by kurs BRE banku skoczyt z obecnycli078p 138,80 zi. Sa-
mymi wynikami nie da sina tyle_podhi ceny.

14. Uzywajg derywatow do_lewarowania zyskow i zabezpieczamizeg ryzykiem rynkowym

i stopy procentowej.

15. Po dynamicznym wybiciu z pagtku miesgca kurs rozpoci konsolidacg.

16. Pocatek sesji dawat jeszcze nadzieje. Szybki wyskolozigmu otwarcia na 1159 nad 1170
pkt ,mogt st bykom spodoba

17. Mimo przegdzonego praktycznie waia do UE, Polska nadal jest traktowana jako rynek
wschodzacy

18. Nieznaczny zysk na pojedynczej transakcji hwielokrotniany dzgki stosowaniu ogromnej
dzwigni finansowe;j.

19. Umocnit s BRE Bank (+1,3%). Jego kurs od lutego powoli, systematycznie pnie ¢Si
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w gore.

20. Miatem nadziej, ze fundusze pognayynek do géry i zakicza hoss tymi wiasnie wynikami,
wiedzc, ze to ostatnie w tym roku tak dobre raporty.

21. Jednak perspektywa starcia zsglharieg wyraznie odbiera sity popytowi, ktéry giinat rynek
w gore niemal nieprzerwanie od marca.

22. Znajc obecna tendencje rynku do poruszaniawsigdre skokami, warté¢ ta mae by osi-
gnicta w jedn-dwie sesje.

As can be seen, UP schema is a rich source of hmiaplly extended senses, with verbs
denoting an increase in size and development\{ofigiorganisms) as well as verbs of upward
motion having the largest representation. Lexicplgi@al sources tend to overlook the meta-
phorical connection between the source and tamyetes of these lemmas, treating them as
distinct meanings (cf. USJP). An exception to ttas be observed in the case of the highly
productive lemmawZRASTAC (example 1, 2). Its different senses have beerkedaas
shades of the same meaning by USJP, which sugbestdhey are conceived of as interrelat-
ed (cf. methodology chapter). Also, it is notewgrthatWZRASTAC entry lists the quantita-
tive sense at the very top (as sense a), whichtesdify to its cognitive primacy over all the
other meanings, including the ‘embodied’ oneshtitdd be also noted that the nominal entry,
that isWZROST has become a part of a highly conventionalize@gdfwzrost gospodarczy’
(economic growth), which has achieved terminolodgstatus in economic discourse.
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What is noteworthy is that the Polish corpus corsta few lemmas referring to me-
chanical devices for lifting people or objects. Qrfghem iSWINDOWAC and its perfective
counterpartWYWINDOWAC (example 9). It should be clear thatiNDOWAC/WYWIN-
DOWAC derive from the nominal form ‘winda’ (a lift/escéda). The point, however, is that
the semantics of the nominal form is only seledyiveflected in the semantics of the two
verbal forms in question. That is to say, the bésitirce) sense ®YWINDOWAC is speci-
fied in USJP as tbft somebody/somethingyith the emphasis being put on the difficulty with
which this action is performed and no mention bemagle of the device enabling the upward
motion (that iswindd). The entry foWINDOWAC, on the other hand, makes a mention of
winda (move something upwards by means of a lift), havewith the reservation that it is
a rather rare use. Thus, what can be seen hereeisaan degree of semantic bleaching taking
place in the course of the derivational procesat ihthe aspect of upward motion has been
transferred, while the device enabling this mo{mmda) has been bleached out and does not
figure in the semantics of the verbal forms. Ithas the general concept of upward motion
that is subjected to metaphorical mapping ontotéinget domain ofncrease in quantity or
valug as recorded by lexicographical sources.

The other lemmas having technical or mechanicahetations are EWAROWAC and
DZWIGNIA. The target meanings of these two items have &es&lblished position in the
domain of financeLEWAROWAC refers to an investment strategy of using borromedey,
specifically, the use of various financial instrurteeor borrowed capital to increase the poten-
tial return of an investmenRZWIGNIA, on the other hand, denotes the ratio of a conipany
loan capital (debt) to the value of its ordinanags, equity (it measures a company’s finan-
cial leverage). When the proportion of debt to ggis great, then a business may be thought
of as being highly geared, or highly leveraged. seharget meanings apparently have their
roots in the source notion of lifting heavy loadghwa lever. It should be noted here that the
physical action described as ‘lewar@vanecessarily involves the use of ‘lewar’ (lever),
which makes the meaning of this lemma more resttieind more specific than that of ‘win-
dow&’ (which does not mention the use ‘winda’, as pethbut above). This more specific
construal appears to be carried over to the tatgetain wherd EWAROWAC has a more
restricted and more specialized use thdNDOWAC (which denotes a general concept of an
increase in value of e.g., prices or shares).

Furthermore, the lemmawyYZKA (example 10) seems to represent what we have re-
ferred to as a figurativenorphological extensior while its morphological connections with
UP schemata cannot be overlooked (cf. Zwyvs. e.g. wiszy, wyzej etc.), all its semantic
functions are restricted to the abstract domaimudintity. Like DZWIGNIA and LEWA-
ROWAC it has acquired the status of a terminologicahite economic discourse denoting an
increase or rise in the value, price, or cost ofiething. The nominal forrRODWYZKA (ex-
ample 6) also represents an instance of a pagpedeh extension in that it refers exclusively
to the target domain of an increase in quantityaue, while its other inflectional variants
(PODWYZSZYC, PODWYZSZAC, PODWYZSZENIE) have both the source and target domain
applications. It should be noted here thatY ZKA appears to have a more restricted use than
PODWYZKA in that it tends to be used mainly in the contédtock markets and share prices.
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Apart from the general aspects of upward orientatuhich get mapped onto the target
domain of business performance M®RE IS UPmetaphor, more specific notions such as the
pace of upward motion and height are also sulgestdtaphorization. When we look at the dif-
ferent verbs of motion, as listed above, it becoagzarent that some of them imply gradual
and/or slow movement e g/SPINAC SIE, WZRASTAC, CIAGNAC W GORE, PIAC SIE W GORE
(examples 2, 10, 19, 21), which correspondgramual increase in quantity/value etc. Yet,
there are also items which bring into focus morergetic and quick motion SKOCZYC,
WYBIJAC SIE, WYSKOK, POGNAC W GORE, which, when mapped onto the target domain,
denote an increase trge amoun{examples 13, 15, 16, 28)These meanings of course are
due to theMORE IS UP metaphaand its entailmentSIORE IS FASTandLESS IS SLOW.

Furthermore, the notion of maximum height evokedtems such aszZCzYT, WIERZ-
CHOLEK, PULAPIs reflected in the recipient domain as the notbmaximumqguantity/value,
etc. (examples 10-12). It is noteworthy that theJB®ntry forPULAP lists the quantitative
sense in the first position before the spatial semdich describes a wooden ceiling. The
source notion of the upper interior surface of@mas listed only in the fourth position and is
labeled as archaic. This appears to shed some dighthe diachronic process of semantic
change via metaphor — the literal sense (ceiliag) een gradually fading into oblivion and is
being replaced by the metaphorically extended meafipper limit). Furthermore, the notion of
SZCZYT is a much more conventional way of referring toximaim quantity tharnwIERZ-
CHOLEK, which is used on a more idiosyncratic basis (fhats a more creative substitute for
SZCzyYT). Other meanings characterized by a lower degfeenttenchment and thus not
found in dictionaries include the verbal for®g\C SIE, WSPAC SIE, ODBIJAC SIE, WYBI-
JAC SEE, WYSKOK, all of which function as more vivid ways of rendeyithe target notion of
an increase in value. As noted earlier, thesedegenched uses usually convey some additional
shades of meaning such as an increase by largi/asnmaint (which corresponds to the pace of
motion). Also, the item©DBIJAC SIE, WYBIJAC SIE, WYSKOK, evoke the image of some-
thing or someone moving quickly back from a surfacgually a bottom part) after hitting it,
which gives rise to the target concept of a rapldase after a period of slump.

The corpus has also yielded a range of phrasakitehich consist of a verb of motion
followed by the direction specifying adverbials GORE/ DO GORY: 1SC/ CIAGNAC/ POD-
CIAGNAC/ PIAC SIE/ RUSZYC/ PRZESKAKIWAC/ POGNAC/ PORUSZAC SIE W GORE/ DO
GORY. Some of these items imply slow motion, while eshiering into focus quick and ener-
getic movement (cf. p¢ si¢ vs. pognd) and as such activate the pace metaph@RE IS
QUICK andLESS IS SLOW It should be noted that dictionaries recognitestarget uses of
only two of these phrasal items, th&€ andPIAC SIE W GORE, which can be found in the
entry forisé. Another phrasal item traced in the corpus is filvedf expressionNVSCHO-
DZACY RYNEK which has terminological status within the fiefdeconomics. The activation
of UP image schema is triggered here by the source lewi8@HODZIC as it applies to heav-
enly bodies rising up on the horizon. When mapp#d the target domain of economic activ-
ity, it corresponds to the English ‘emergent makeenoting markets coming into greater

% 1t should be noted that the lemmas WYBGISIE and WYSKOK derive from sports register (cf. exaespl
16, 17).
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economic prominence. Thus, the underlying metaplstivated here is the axiological corre-
lation GOOD IS UR and its more specific entailmeviORE IMPORTANT IS UP

Finally, it should be observed that the patternsvablogical transfer activated by the
key lemmas under investigation proceed analogotsshhe ones observed in the English-
language data. Thus, on the whole, the positiveat&n associated with the UP schemata is
preserved under metaphorical mappings. Howeverartles from this pattern can be ob-
served when ‘minus’ or some neutral landmarks awelved in the mappings (cf. reverse
axiological transfer). These departures are ilatstt in (23) and (24):

23. Prognozowany na 2003 deficyt budetowy TR/(-) w USA wzrastat skokowo z okoto 1%
PKB, aby osigng¢ obecny putap 4,6. []

24. Zapowiadany wzrosten reklamyTR/(n) kedzie oznaczat koniec marz® podboju telewizji
dla blisko setki reklamodawcow. [-]

7.3. DOWN image-schema

LESS IS DOWNmetaphor, which is a very productive source ofseeextensions in the do-
main of business activity, is grounded in the failog structures of experience:
a. Downward motionwhich embraces bothAUSATIVE (cf. fig. 6.7) andREFLEXIVE
subschema (cf. fig. 6.8). The former is instantdg key lemmas such @BNIZYC
(lower), SPROWADZC (bring down), CAGNAC W DOL (pull down) The latter, on the
other hand, is evoked b$PADAC (fall), UPADAC (collapse), ZSUWR SIE (slide
down-imperf), OBSUMC SIE (slide down_perf) NURKOWA (dive), ZESC (go down),
ZAPASC SIE (collapse), ZALAMAC SIE (break down)as well as a range of phrasal
items such as gina¢/ pochgnaé/ lecied/ wybié¢ sie/ przeskakiwa W DO/ NA DOL
(pull/ fly/ bounce/ jump down).
b. Concave surfacesubschema is represented b@LEK (hole), GIEBOKI (deep)and
DNO (bottom) It should be noted that each of these lemmaslgsddifferent aspect
of the schemaDOLEK brings into focusunken placesather small in terms of their
depth. The lemm@&tEBOKI, on the contrary, profiles large distance from tofot-
tom. Finally,DNO highlights the lowest (bottom) parts of concaveeaes or con-
tainers.
c. Verticality schemaorofiles small distances from the bottom to the #t the lexical
level it is represented by the highly productiveaieaNISKI (low_adj), (cf. fig. 6.10).

CORPUS EXAMPLES:

27. Kurs warszawskiego holdingu spadat po informettjo zarzutach obligatariuszye spotka
tamie umow dotyczca sptaty 2 mid zt. Obligatariusze grpztozeniem wniosku o upadié.

28. Z kolei notowania Centrozapu zatlamalylsdlejny raz po informacjach o ofdieniu w prze-
kazaniu raportu rocznego i niewielkich szansachayigeli spotki na odzyskanie swoich nahe-

$ci. Po ogtoszeniu upadio Piaseckiego kurs akcji tej spétki nurkuje do dna

29. Budownictwo jest tym sektorem, ktéry szczegdlimocno odczuwa spadek koniunktury w ca-
lej gospodarce.

92



30. Analitycy Deutsche Banku oligli do ,trzymaj” rekomendacje dla KGHM i ,sprzeddja
Orbisu.

31. Aby utrzyma rezultaty spétki na dotychczasowym poziomie, o lyto tatwe ze wzgtlu na
spadaicy popyt konsumpcyjny w USA, zahamowat on ekspasgpiki i potazyt nacisk na obrike
kosztéw dziatalnéci.

32. (...) wobec braku dobrych wiadoéob postanawiaj skrac& pozycje przyczyniag si do
utrwalenia_spadkowej tendenciji.

33. Najwikszy problem spétek IT to niska rentovétio

34. Spotka wygrzebataest gkbokiego dotka, w ktorym tkwita rok wczeie;.

35. (...) kierownictwo firmy nie wyklucza pogorszenvynikow finansowych ze wzedlu na coraz
gorsze warunki rynkowe -m.in. za@d zmiany wlasnéciowe w polskim hutnictwie (...).

36. Znika na otwarciu byta niewielka i po krétkim czasy@ek ruszyt do gory.

37. Spadek nie byt gboki i nie naruszyt struktury tendencji korzystdéa posiadaczy akcji.

38. Warszawski indeks WIG20 balansowat wczoraj paavyzej psychologicznie wanej linii
1500pkt. Rano wgcz sk o nig otart, by potem szybko uciec do poziomu 1533 Bktem systema-
tycznie_zsuwal sii dzien zakaiczyt z wartgcig 1511,8 pkt.

39. Kurs ZPUE w ostatnich migsach dynamicznie rést, agiajgc kolejne maksima (wczoraj ob-
sugt sie 0 3%, do 29 zi).

40. Teoria mowi, ze sprowadzi to S&P 500 przynapgndb poziomu 800 pkt. Wszystko wskazuje
na to, ze powindmy mie¢ do czynienia z cyklicznym spadkiem indeksow.

41. W potowie sesji uaktywnitaegsstrona podzowa i indeks ponownie zszedt na minusy.

42. Polskie indeksy g@ing w dét akcje spotek informatycznych.

43. Tymczasem indeksy GPW i obroty ¥ dét. (...) Polska gietda ruszyta w dotélad za euro-
pejskimi.

44. Sektor zaawansowanych technologii pgeli w dét producenci potprzewodnikow i infra-
struktury sieciowe;j.

45. Wskutek wahacen energii i jej ninikow wielkie koncerny naftowe potrafprzeskakiwéco
roku po kilkanacie miejsc zaréwno w géjak iw dot.

46. .srodowa spadkowa sesja wydh na typowe ,stegniecie” i takie zachowanie rynku, tj. pa-
niczna wyprzedajest charakterystyczne dlademwej fazy spadkdw.

47. Wianie tego dnia notowaniagiagniete” zostaty z 1185 pkt., do 1170 pkt na zangkia.

The corpus has yielded a number of lemmas whogettaense aflecrease in quantity/ value
has not been recognized by dictionary compiler.s€hareNURKOWAC, ZSUWAC SIE,
SPROWADZI, ZEBC, STRZASNAC, SCIAGNAC as well as a number of phrasal verbs ci
gna¢/ pociagnaé/ leciet/ ruch/ wybi sic W DOE/ NA DOL (ex: 38, 28, 40, 41, 46, 48 These
less conventional linguistic items tend to occustiock exchange commentaries and typically
refer to falling share values.

As regards the target senses that do feature emerefe works, they typically have the
status of distinct meanings, the only exceptiomppehe lemma@OLEK (example 34) whose
source and target senses have been treated ind$Sdkades’ of the same meaning. It should
be added that only a couple of phrasal items inetutSC and SPADAC W DOt have been
recognized as having quantitative meanings (threvagit definition has been found under the
headwords¢)

0 The lexemes stygniccie andsciagmé have been put into inverted commas, which poiatshe authors’
awareness of the idiosyncratic nature of its tanget (see examples 46, 47).
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Furthermore, two instances of morphological senx$ension have been yielded by the
corpus, that is the key lemmasPASC andZNIZKOWAC/ZNIZKA (examples 35, 36). The
latter appears in USJP with the annotation sugygds terminological status within the field
of economics and banking. Its experiential roots lba presumably traced back to the mor-
phologically related items ‘zo#¢/ znizy¢' (to lower something). HoweveZNIZKOWAC and
ZNIZKA do not convey any spatial meanings, its semantpes being entirely restricted to
the domain of quantity and value. The lemafPASC, on the other hand, derives from the
verbal forms ‘zapadd zapac si¢’ (to sink, collapse) which activate destructionagery
where a structure collapses or is destroyed by sonoentrollable force. This image is
mapped onto the target concept of unfavorable sad¥iantageous situation in which business
or commercial institutions are, profiling their éincial underperformance. Other items which
appear to be motivated primarily by the generadlagical metaphoBAD IS DOWN include
UPADAC, UPADLOSC, UPADLY, DOLEK, ZALAMAC SIE, DNO and ZAPASC. However, it
should be pointed out that the target notion ofatigg evaluation tends to combine with that
of decrease in value or quantity, giving rise teirzgle blended conceptualization, where a
poor business performance overlaps that of a deeneathe amount or intensity of business
activity.

SPADKOWY, OBNEZKA, UPADLOSC andUPADLY represent part-of-speech extensions
by our definition. That is, although they have @afional counterparts in the source domain of
downward motion (c.f. spadaobniza¢, upadé), these nominal and adjectival forms function
only in the target domain of quantity or value. Mapecifically,UPADLOSC and UPADLY
function as specialized terms within the field obromics and law denoting, respectively, the
state of insolvency and businesses/companies utmhieet their liabilities (example 28)1t
is also worth noting here that the entry 8*ADEK featuressense reversah that the extend-
ed (quantitative) meaning comes before its lit@@interpart (the action of falling down),
which entails the conceptual primacy of the forrmegr the latter.

The general pattern of axiological transfer is thaWwN orientation tends to be an indi-
cation of negative business/ economic trends. Hewatliis is not an absolute valuation, that
is DOWN can also be the source of positively charged qusde an appropriate context, as
illustrated in (50) and (51):

50. Spadto nieznacznieezroboci@R/(-), ale to mae by czynnik sezonowy. [+]
51. Sektor budowy domow nadal kwitnie, siopy procentow&R/(n) g niskie i lzda obnizane.[-]

“L 1t should be noted that all the lemmas labelepaaof-speech extensions have the status of sepemtries in
reference works.
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7.4. Motion scenario

This section is concerned with various motion esdatoncepts, which together form a coher-
ent experiential scenario. The scenario consistsfefv more specific experiential structures,
which are listed together with the relevant keyress:

a. Lack of motior(-)
ZASTOJ (slump)
ZATRZYMAC SEE (to stop)
DREPTAC W MIEJSCU(to walk in one placgtread water)

b. Setting into motiorf+)
RUSZYC SIE (to make a move)
ROZRUSZAC (to set into motion)
POCIKGNAC (to pull)
NAPEDZAC (to propel)
SILA NAPEDOWA (driving force)
MOTOR NAFPEDOWY (driving motor)

c. Fast forward motior{+)
KROK NAPRZOD (a step ahead)
ROZFEDZAC SIE (accelerate)
PRZYSPIESZAC (speed up)
RUSZYC PELNA PARA (to go full steam ahead)
BLYSKAWICZNE TEMPO (rapid pace)
GONIC (to chase)
WYSCIG (race)
POSCIG (pursuit)
RAJD (rally)
ZDYSTANSOWAC (to outrun)
WYPRZEDZIC (to overtake)

d. Slow forward motiorg-)
HAMOWAC (to brake)
SPOWOLNCL (to slow down)
WYTRACAC TEMPO (to lose pace)
NIE NADAZAC (not to keep up pace)
ZOSTAC/ POZOSTAC W TYLE (to lag behind)
ZADYSZKA (panting)

e. Backward motior{-)
W ODWROCIE (in retreat)
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CORPUS EXAMPLES:

52. W kaicu ca ruszyto st w sektorze budowlanym (...)

53. Gospodarka wgi nie mae wyranie ruszy z miejsca (...)

54. OPZZ apelowat 0 zmniejszenie alieir w podatkach osobistych, co mogtoby rozridsgaspo-
darle...

55. Zrobilsmy ogromny krok naprzéd: zapatkowano proces restrukturyzacji, zmniejszono koszty
i zwiekszono sprzeda

56. Ekonomici zwracaj jednak uwag, ze dobre wyniki przemystu nie wystagczaby pocigmé
cah gospodark.

57. Eksport pozostaje sihagdows gospodarki.

58. Jak wynika z raportu, OFE w corazkgizym stopniu stajsic motorem nagdowym GPW.

59. W opinii ekonomistow, kiepskie wyniki budowmi@ wskazuj ze nie nagpito jeszcze dtugo
oczekiwane gywienie w inwestycjach, bez ktérego gospodarkausey ,petrs pag”.

60. Tymczasem w Polsce gospodarka powoli ¢gdza st i bedzie przypiesz& w wyniku skumu-
lowanych efektéw ek stép procentowych.

61. Na rynku obligacji skarbowych obroty od styezrosty w_btyskawicznym tempie

62. Skracanie dystansu gospodarczegoe dagonimy za prawie 60 lat. Polsgospodark czeka
dhugi paicig. Marna to pociechage Butgarzy, a gtdwnie Rumuni mgeszcze dalej.

Doganianie nie ¢dzie odbywa sic jednakowo. Najwiksze wyzwanie stoi przedegierskimi ma-
tymi i $rednimi przedsbiorstwami. Nie $ one przystosowane do warunkéw paanygh na unijnym
rynku. Martwk sig, jak sobie poradizw tym wyscigu.

63. Europa dwoch pdkosci.

Mozemy narzucatempo pozostatym.

Dogonienie gospodarek krajéw twacgch pierwsz ,pietnastk” krajow Unii Europejskiej ma za¢
Polsce 60 lat. | to nie krajow najzanmiejszych, ale gignacych sé w ogonie tego peletonu. Parali-
ZUjgca perspektywa?

64. General Motors znalazksna drugim miejscu, wyprzedaajExxon Mobil. Enron znalaztsina
ubiegtorocznej ficie mimo ogtoszenia upadid w grudniu 2001 r.

65. Przedakcesyjny rajd zagd natomiast na \dfrzech, gdzie stale wynosi indeks BUX corazeyjy
66. Po lekkiej zadyszce na przetlomie marca i kvaelNasdagq Composite wraca do trendu wzro-
stowego.

67. Kurs Netii_ wyhamowat.

68. W raportach widajuz byto, ze gospodarka hamuje, ale informacje te tym razemagaty obo-
zowi bykow.

69. Kiepskie wyniki przewmika, to efekt zmniejszenia (...) liczby pasaw, wojny w Iraku i spo-
wolnienia gospodarczego.

70. Po ponad dwéch latach zastoju w 2004 r. prayghmwvarzystw powinny zagz wyraznie rosicé.

71. Pomimo sporej desperacji kugyjch nie udato sizakaiczye wczorajszej sesji w Warszawie na
plusie. WIG20 stracit 0,4% i zatrzymatsia 1150, 6 pkt.

72. Nie mana jednak wyklucz$, ze od 2 miesicy obserwujemy kolejny przystanek w gtéwnym
trendzie i po okresie dreptania w miejscu kurs zn@eznacznie pojdzie w gar

73. Tymczasem za rynkami zagranicznymi niegpag przede wszystkim najeksze spotki.

74. Akcje bankéw zostaly w tyle za czolyw&PW.

75. Natomiast ze wzgllu na gorsze perspektywy w odwrocie znalazynsitowania holenderskiej
firmy wydawniczej Wolters Kluwer.

MOTION schema must be seen in the context of experigntelated substructures such as
LACK OF MOTION andSETTING INTO MOTION both of which constitute natural and indis-
pensable point of reference in our understandinthefconcept of motion (cf. section 6.4).
Under the heading afACK OF MOTION we find the lemm&ASTOJ which seems to repre-
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sent a classic example of a morphological extendeniving fromsta¢ or starg¢ (to stand
still/ to come to a halt). When subjected to semgagttension, the corresponding target no-
tion is that ofa lack of business activityor in other wordseconomic slumgexample 70).
ZATRZYMAC SIE and DREPTAC W MIEJSCU on the other hand, appear to have primarily
guantitative meanings denotiterk of change in the values of stock exchangeasdexam-

ple 71, 72). Reference works tend to recognizdalget uses of these two items (cf. USJP).
However, they provide a more general definitionjohfocuses on the lack of progress or
development, and testifies to the activatiorLACK OF DEVELOPMENT IS LACK OF MO-
TION axiological mapping (which is a more specific imgtation of the more generBAD IS
LACK OF MOTION metaphor).

SETTING INTO MOTIONpart of the scenario is quite diversified with resfpto the im-
agery evoked by the constituent key lemmas. Yegtwah these items have in common is the
underlying notion of a transition from a stationargndition to motion. This, in turn, is
mapped onto the target sensdrmprovement in business/ economic performgesamples
52-58), as motivated bOOD IS MOTIONor its more specific instantiatidbEVELOPMENT
IS MOTION metaphorical concefjtAs pointed out in the preceding chapter, these inggp
have strong experiential basis in that motion igedated with energy, vitality, activity as
opposed to a lack of motion which is associateth Veitk of energy or vigor. It should be not-
ed here that USJP includes thettermentor improvementsense only in the entry for
RUSZYC SIE. POCKGNAC andNAPEDZAC do not mention the improvement meaning at all.
ROZRUSZAC, on the other hand, makes a reference to makiniesoe more energetic or
lively, which appears to be extended onto the daméibusiness performance via personifi-
cation. However, the most prototypical meanindqROZRUSZAC is that of the movements of
limbs performed in any direction possible in ord@mrestore them to efficient functioning.
This, in turn, when highlighted under metaphoricelpping, leads us to the target notion of
restoring the economy to proper functioniexample 54).

The domain oMOTION has turned out to be most productive in term$fi@fconstituent
lexical items and as such has been subjected te fim@a-grained categorization which takes
into account the pace and direction of motion. @rgtinction is betwee®ORWARD and
BACKWARD MOTION schemas. The latter schema has a rather margigaiidtic represen-
tation; only one relevant lemmaw ODWROCIE (in retreat) has been traced in the corpus
data. This item represents a blend of the quattgidecrease in value) and axiological
meanings (poor business performance), which isvatd by the well-entrenched metaphors
LESS IS BACKWARDandBAD IS BACKWARD (example 75).

The highly productive domain fORWARD motion has been further subdivided ac-
cording to the speed of motion. These more spesifimlomains are projected onto the target
domain via metaphor$NCREASE IN BUSINESS ACTIVITYIS INCREASE IN SPEEDand DE-
CREASE IN BUSNIESS ACTIVITY IS DECREASE IN SPEEDhe former mapping is evoked by
PRZYSPESZAC andROZFEDZAC SIE (examples 60), and the latter B OWOLNIENIE (exam-
ple 69), which has a special status in economizodise denoting a period of slump and poor

2 The lemmas listed under the column of SETTING INWIOTION do not seem to make any explicit refer-
ences to the direction aspect. Thus, given thedalirence of the direction aspect, the underlyingapteor has
been specified as GOOD IS MOTION.
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business performance. By the same token, the lervOWAC is used to refer to the gen-
eral notion ofreduction in business activifgxample 68), or toeduction in valugexample
67). It should be noted that the dictionaries ctiadudo not include any references to the de-
crease or poor performance in their entriesHaMOWAC, focusing on the rather vague no-
tion of preventing something from happenifgnotable exception to this is the USJP entry
for PRZYHAMOWAC, which mentions the target notion of reduction.

The subdomains adUICK andSLOW motion also have some interesting lexical repre-
sentation. For example, the key lem#ZrDYSZKA calls to mind the physical condition of
being short of breath (e.g. after running fast)jalwvhn turn, suggests slower pace of motion
and gives us a conceptual handle on the targetmofiweakening stock prices (example 66).
The ontological correlation highlighted here isghhbe one between thass of physical vigor
(and presumably the slower pace of motion) anddhegductionin value. All thepacerelat-
ed items have clear axiological connotaticdRgiCK MOTION subdomain tends to be extend-
ed onto the target concept of successful performarecthe simultaneous activationMORE
IS QUICK andGOOD IS QUICK This pattern is represented at the lexical I&yeitems such
asRUSZYC PELNA PARA andBLYSKAWICZNE TEMPOwhich convey the overlapping con-
cepts of an increase by large amount and succgssfidrmance (examples 58, 65L.0OW
PACE subdomain, on the other hand, gives rise to thgetarotion of poor performance and
decrease in business activity via the overlappiBgS IS SLOWand BAD IS SLOW meta-
phors. Apart fromZADYSZKA, this pattern is represented by phrasal it NADAZAC
andZOSTAC/ POZOSTAC W TYLE (lag behind) as exemplified in (73), (74).

The domain offast forward motionincludes a range of items associated with the con-
cept of race, which can be further subdivided ountest of spee@VYSCIG, RAJD), chase or
pursuit (GONIC, DOGONK), and overtaking or leaving sb/sth behindWYPRZEDZIC,
ZDYSTANSOWAC). As pointed out in the previous chapter (cf. GI8) experiential subdo-
main of RACE tends to be projected onto the target notiobusiness competitio his kind
of vocabulary has turned out to be particularlylipomin the texts dealing with the topic of
the enlargement of the European Union. As the ele@rexamples (63) and (64) show, the
underdeveloped economies of new member countreesarceived of as moving at a slower
pace than the more efficient economies of the dJdnkembers. This phenomenon, has been
termed by one of the authors Bsropa dwoch prdkasci (the double-speed Europe). The
subdomain olRACE must be also seen in the context of the underlARQNT and BACK
image schemas. THERONT schema \WYPRZEDZAC, ZDYSTANSOWAC) translates into the
language of the target domain @sing betterthan one’s business rivals (examples 65, 66),
whereas the key lemmas associated with BAEK orientation NIE NADAZAC, ZOSTAC
W TYLE) suggest a futile attempt to catch up with onesipetitors.

Finally, it should be pointed out that the protatgb axiology of the schematic struc-
tures as discussed in this section has been pessender metaphorization, which is to say
that no instances of threversepattern have been traced in the corpus. Thugltisevalue of
SETTING INTO MOTION, FORWARDandQUICK MOTION source domains have been trans-
ferred onto the target domain of successful busipesformance. Conversely, the negative
load of LACK OF MOTION, BACKWARD and SLOW MOTION schemata has proved instru-
mental in the conceptualizations of negative bissfeonomic phenomena.
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7.5. Strength & weakness

The binary STRENGTH and WEAKNESSurce domains subsume the following more specific
conceptualizations:

a. Having a lot of physical power
SILA, SILNY, MOCNY

b. Increase in physical power
WZMOCNIC SIE

c. Having little physical power
StABOSC, StABY

d. Reduction in physical power
OStLABIC/OSEABIAC, SEABNAC/OSEABNAC

CORPUS EXAMPLES:

76. Silny brand to naezlzie walki z konkurengji spos6b na przywkanie klienta.

77. Péniej jednak na rynku pojawit sisilnypopyt, ktéry spowodowake banki odrobity wgk-
Szgi¢ strat.

78. Ekspansja ma za zadanie wzmocnienie pozynjyfiv przededniu poszerzenia UE.

79. Impexmetal réinie w sik.

80. Umocnit s BRE Bank (+1,3%).Jego kurs od lutego powoli, gitesmatycznie pnie v gor.
81. (...) na handlu akcjami najmocniejszejw majotlsz WIG20 —Telekomunikacji Polskie;.

82. Po osignigciu umiarkowanie atrakcyjnych pozioméw cenowychtselbankowy zac# za-
chowywa& si¢ mocniej.

83. Po potudniu kontrakty nie reagowaty na wzroatteici indeksu, a ostabieniena rynku kaso-
wym doprowadzito do matej panikisndd graczy terminowych.

84. (...) pogarszaga st sytuacja na rynku pracy_i stadme wskaniki aktywnaici gospodarczej
pokazujeze znéw zaczyna méeona problemy.

85. Skonsolidowane wyniki Prokomu i Softbankuzm® uzna za stabe.

86. Gdyby obecnie gdl sprywatyzowat najlepsze kopalnie, to stabsze duigleiorstwa sektora
weglowego musiatyby upa.

SILNY andMOCNY get mapped onto the target domain of successiihbss performance
via overlappinglORE IS STRONGandGOOD IS STRONGmetaphors. Depending on which
of these concepts becomes more salient under netagtion we get either primarily quanti-
tative or primarily axiological target meanings. (@kamples 77 and 76 respectively).

The positive axiology of th6 TRENGTHdomain seems to be most perspicuous in the
semantics of the verbal formvZMOCNIC, which translates into the language of the target
domain ado improve, e.gthe position of sb/stfexample 78). However, it should be empha-
sized that the majority of the key lemmas in foengphasize the quantitative and axiological
component with equal force (cf. 79-82). One of éxamples is the phrasal iteROSNAC
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W SILE (example 79) where the increase in a company’s stischkdicative of its becoming
increasingly more prosperous.

The verbal formUMOCNIC SIE represents a morphological extension by our défimit
That is, despite its morphological affinity withzmwocnt si¢’, it functions solely in the target
domain of quantity/ value or importance.

The lemmaStLABY (together with its various lexemic forms) is subje metaphorical
extensions VidESS IS WEAKandBAD IS WEAK conceptual metaphors. In most cases the
emergent sense constitutes a clustetemreaseandworseningmeanings as illustrated in ex-
amples (83) and (84). There are, however, instawbese the axiological sense dor per-
formanceseems to be cognitively more salient, as in (8%) @6) whereStABY means simp-
ly unsatisfactoryor financially unsound/unsuccessful

Both the WEAKNESS and theSTRENGTHdomain are occasionally subject to reverse
axiological transfer. The positive axiology assteiawith the source domain SffRENGTH
might be reversed when the TR slot is occupied dnyatively loaded items, which results in
the minus actual value of the target senses. Funtbre, a few instances of positively loaded
extensions of th&yEAKNESSdomain have been traced in the corpus. Considgra@dl (88):

87.Silnyspadek (TR)/(-) nawiatowych gietdach. [-]
88. Polskie przeddhbiorstwa przeszty restrukturyzacjDzigki temu znacznie wzrosta ich efek-
tywnos¢. Poza tym, sprzyja irastabienieziotego TR/(n) do euro. [+]

In general, reference works recognize the semartensions of the lemmas under discussion,
listing them as core meanings. However, the defirst only approximately match the corpus
uses. For example, USJP mentions the notion aifsitiein its entry foiISILNY, with no mention
being made of the value or quantity related notibh$OCNIC, in turn, is defined in terms of
‘high status in a hierarchy’ and ‘gaining a stgibsition’, which also does not correspond direct-
ly to corpus occurrences. The entriesSaABY/ SLABNAC provide more adequate explanations,
which take into account both the quantitative andlagical aspect (cf. USJP entry which defines
StABY andStABNAC as ‘not functioning properly’ and ‘to shrink’, gesctively).

7.6. Health & illness scenario

HEALTH & ILLNESS source domains provide a rich source of metaphbrieatended senses
in the area of business performance. These tworgledemains subsume a range of more
specific conceptualizations, which are listed betogether with their lexical correlates:
a. Physical condition of the bodfORMA / KONDYCJA (state of health),
b. Physical well-beingZDROWY (healthy),
c. Physical indispositionBOLACZKA, CIERPIEC/ UCIERPIEC (to suffer), KULE® (limp),
PARALIZOWAC (to paralyze), ODCHOROWA (to recuperate), STAN PODGQRZ-
KOWY (subfebrile temperature),
d. Treatment:RECEPTA (prescription), ZASTRZYK (injection), REAMIACJA (resuscita-
tion), WIWISEKCJA (vivisection),
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e. Recovery UZDROWIC (heal), @YWIC (bring back to life), PRZEYC (to survive)
UTRZYMAC SIE PRZY ZYCIU (to stay alive),
f. Death DOKONAC ZYWOTA (die).

CORPUS EXAMPLES:

89. Spdréd gietdowych spétek budowlanych w najlepszej kaijidznajdup sic najwicksze oraz
te, ktére wspiera dty inwestor branowy z zagranicy.

90. Firmy budowlaneasw fatalnej formie

91. Na rynku jest niewiele zdrowych, ciekawych sloktore poprawiajwyniki.

92. Najwiksz bolaczky spotki, ktdg w niktlym stopniu poprawita ostatnia emisja 190. tkciji,
jest ptynnd¢ walorow.

93. Ubezpieczenia bardzo obecnie cigrpioniewa ING nie potrafi zrekompensowasobie wy-
ptat na rzecz posiadaczy polis...

94. Spoitki odktadaj inwestycje, gdy eksport_ucierpiat w wyniku spowolnienia rozwojusgo-
darczego nawiecie.

95. Kopalnie nie powinny uciergie

96. Kuleje spotka Rolimpex-Nasiona. W 2002 r. migtawie 3 min zt straty operacyjne;j.

97. Obecny wzrostwarfoi emisji obligacji zamiennych nagiit po okresie, w ktérym spadgge
kursy akcji i stabgca gospodarka, niemal spazalivaly ten segment rynku kapitatowego.

98. Byloby to bardzo logiczne, bo wzrosty na malmsiumenie na tej wysokei indekséw po-
winny zosta odchorowane.

99. Rynek lekéw w stanie podgozkowym.

100. W ocenie ekonomistéw-oba programy nigexeps na problemy polskiej gospodarki, zmie-
rzaj jedynie do pobudzenia popytu przez luzowanie ykilitiskalne;.

101, Zastrzyk kapitatu ma pozwékpétce na szybkie zekiszenie przychodow ze sprzega

102. Vistula do reanimacji.

103. Spéice nigdy nie sty tego rodzaju spektakle, wiwisekcje i debaty.

104. Nastpnie wymienit_uzdrowieniefinanséw publicznych, polmie plagibezrobocia, podnie-
sienie poziomu konsumpcji obywateli...

105. Trudno odpowiedzieczy te firmy upadp Beda skazane na konkurowanie gema _przey-
cie na poziomie kosztéw wtasnych albo na pozionsiszkbw zmiennych a to jest droga dayik-
do wchtongcia przez inny podmiot, albo Zeja z rynku.

106. (...) To znaczy lepiej hprognozowali analitycy. Ich zdaniem w przeseywida® juz wyraz-
ne aywienie.

107. Po tym jak &l Najwyzszy przywrécit nadziej na_utrzymanie firmy przyyciu, prezes Da-
riusz Baran zapowiedziat rozliczenie bankéw wierelyc

108. Spoétka walczyta ponad rok (...) prébowata d@kaestrukturyzacji, by w lutym 2003 r. osta-

tecznie dokonazywota.

When mapped onto the target domain,HIEALTH/ ILLNESS scenario provides a useful con-
ceptual handle on various business related conchfuee specifically, we tend to compre-
hend the target axiological conceptssatcessfuandpoor business performanae terms of
signs ofgood and bad health respectively. TheFlREATMENT subdomain, in turn, corre-
sponds to attempts anprovingthe functioning of business institutions or econesniThe
final stage of the scenario brings into focus e@tRECOVERY or DEATH experiential do-
mains, which are extended omtdurn to the state of prosperigndbankruptcy respectively.

If we take a closer look at specific lexical ingtations of this scenario, we see that the
financial situation of a company/ business institutends to be referred to ®ONDYCJA or

101



FORMA (physical condition)wvhich is either good or, quite to the opposite, rp@xample 89,
90). The former is instantiated by the lemBEROWY (example 91) whose target meaning —
well-organized/ well-functioning — has a well-reomed position in lexicographical re-
sources (cf. USJP). The domainRHYSICAL INDISPOSITION,on the other hand, subsumes
some general references to physical or mental riugfeas conveyed b@IERPIE, UCIER-
PIEC, ODCHOROWAC, which are typically projected onto tineaterial losssuffered by busi-
ness institutions (examples 93, 95)dacrease in quantity or valug@xamples 94, 98). It
should be noted that some senses matching thesérulings have been found in the USJP
entry for CIERPIEC and UCIERPIEC (suffer a loss or damage). Moreovel/CIERPIEC de-
serves a mention as a case of sense reversal, Higlsay that the figurative meaningd-
terial los§ comes before the one relating to physical sufgern USJP. The USJP entry for
ODCHOROWAC, on the other hand, is restricted to the sourcaning of physical or mental
suffering. In the corpus, the lemma highlights saregative consequence$ economically
unfounded increase in stock prices. This meaniegnseto derive from the source notion of
physical or mental indisposition which comesaasonsequencef some prior experiences
(example 101). Thus, the link between the two dosa established via the notion ofle
layed effecthat occurs after its cause has gone. Yet anoéxicdl item worth mentioning
here is that o0BOLACZKA, which occurs exclusively in the context of mergaffering or
discomfort and as such can be classified as maoglual extension by our definition — alt-
hough it shows a clear morphological affinity wibole¢’ (hurt, ache), it does not have any
applications in the domain of bodily suffering. @jfurse, this notion, like most of the other
ones discussed in this section, is subject to pédrsation, that is, business institutions affect-
ed by a financial loss are conceived of as a Safigrerson.

In addition to these general signs of bad healtimdisposition, the corpus has also re-
vealed items referring to some more specific prasitefects or aliments. Hencd€ULEC,
which brings into focus a leg injury disrupting armal way of walking, is extended to the
notion offinancial underperformancéexample 96). The verd®ARALIZOWAC, on the other
hand, highlights the condition marked dymplete inability to moyevhich under metaphori-
cal mapping, acquires the meaningcoinplete lack of business actiyity in other words,
economicslump (example 97). The axiological senses associatdil these two key items
have been recognized by USJP compilers and ligetisinct meanings, which is indicative
of their deep conceptual entrenchment in the mdexaton. The same cannot be said about
the phrasal itenSTAN PODGOR\CZKOWY, which seems to be employed on more idiosyn-
cratic basis. It should be noted that in examp® (8is phrase functions as a kind of pun,
a play on words which draws on the tension betwbemotion of ‘medicine market’ (medi-
cine — the substance supposed to prevent the sigmad health) and the actual, that is poor,
or in metaphorical termfgverish state of this market.

Among the lemmas activatingEDICAL TREATMENT subdomain, there are also items
representing different degrees of conceptual edtm@ent. Thus, the target meaningsR&-
CEPTA andZASTRZYK seem to have fully conventionalized status. Theifrce senses, re-
ferring to the medical ways afealing with or preventing indispositions or illises are pro-
jected onto the target notion déaling with or preventing financial and other ahitflties as
they arise in the world of business/ economic #gtilexample 103, 104). The target uses of

102



the remaining two items, that REANIMACJA andWIWISEKCJA, are much less convention-
al, yet they are fully transparent for native spalof Polish. It should be observed here that
although these two items have been put under tenom heading they are quite distant with
respect to the underlying conceptual content thveke ThusREANIMACJA asa method of
saving a person from deatlorresponds tendeavors to save a company/ business from bank-
ruptcy (example 102)WIWISEKCJA, on the other hand, brings into focgsjentific experi-
menting on live animalsvhich is extended to the conceptaofletailed examinationf some-
thing (as defined by USJP). The point is that alio medical experimenting on animals
brings about some positive results (e.g. incre&seenlical knowledge of human diseases), it
raises lots of controversy for ethical reasons. 98gnently, the negative evaluation of such
practices is transferred onto the target domainrgvtfee lemma highlights some negative as-
pects of subjecting business institutions to vestailed examination (example 103).

Next, the attempts to improve business performacmeceptualized as different medical
endeavors, bring about either success or failunas,Tthe source notion bfinging somebody
back to healtrevoked byuZDROWIC is projected onto the target axiological concégirmging
business institutions back to proper functionilmgthe Polish-language data this lemma typically
occurs in the context of the poor state of pubarices and various remedial measures taken in
order to overcome those difficulties (example 104e lemmaDZYWIC, represents yet another
interesting instance of semantic extension. Whhigklighted under metaphorization here is the
source notion of bringing somebody back to lifelmgther wordsthe transition from the state of
complete immobility to the state marked by motioejiness, energetic behaviatc. This, in
turn, gives us a conceptual handle on the targetemt of anncrease in business activity after
a period of slumgexample 106). Although it is marked as metaplabtiy USJP, the intensity
sense 0DZYWIC seems to be more entrenched in contemporary dgethan its source mean-
ing of bringing somebody back to life, which isitative of a diachronic semantic shift motivat-
ed by conceptual metaphors.

Finally, the linguistic items put under thecoverycolumn:PRZEZYC, UTRZYMAC SIE
PRZY ZYCIU, DOKONAC ZYWOTA highlight the most basic bodily functions, thastaying
alive anddying which, when subjected to metaphorical mappingpéaesonification, denote
avoiding bankruptcyand going bankrupt respectively (examples 107, 108). None of these
items has been recognized by lexicographical ssusisehaving equivalents in the domain of
successful or poor performance.

7.7. Metaphorical clusters

Apart from single words and some fixed phrasal gethe Polish-language corpus has yield-
ed a variety of more extended pieces of metaphdeoguage, which have been ternmadt-
aphorical clustersin the previous chapter (cf. 6.8). There is anrerous diversity of such
clusters and their organization into some genextdgories is by no means a straightforward
task. However, the cognitive approach, with its bagis on the underlying experiential struc-
tures, seems to provide some useful tools for dgaliith this chaos of linguistic forms and
meanings in a systematic way. The taxonomy predentthe preceding chapter will be now
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applied to Polish-language data. Thus, a distincttomade between consistent and incon-
sistent metaphorical clusters, as discussed amirdited below.

Consistent metaphorical clusters are those derivorg a single schema or experiential
domain, or a combination of conceptually relateldescas. The corpus has provided clusters
rooted in various schemas or domains of experiefbey are listed below, together with
some illustrative examples:

— UPclusters

109. Po niewielkiej zwice na otwarciu indeks najykszych spoétek wspi sie do 1258 pkt, czyli
w okolice szczytéw poprzedniej fali wzrostowej zghomu roku

110. Poza gtéwnym kontraktem uwagwracaj futures na Agari Prokom. Pierwsze znajdugie
w trendzie wzrostowym po wybiciu z podwdéjnego dng (

— DOWN clusters

111. (...) analitycy zaczyrafic przecigac w prognozach jak nisko magpacé indeksy.
112. Po ogtoszeniu upadt Piaseckiego kurs akcji tej spotki nurkuje do dna
113. Pojawita si jednak szansa na poprasytuacji lezacej juz prawie na topatkach budowlanki

— DEATH clusters

114. A stanowcze nie mowimy adym pomystom ubranym w hasta naprawy finanséw gabli
nych, ktorych autorzy mamispoteczastwo perspektywami poprawy sytuacji gospodarczgn-T
czasem tak naprawaebznaczaj one zaciskanie sznura na szyi przehuisirczgci

115. Niedawno prébowano zané kure znosacy ztote jajka, czyli polskie hutnictwo szkia. (...)
Biznes szklarski zagk sie bronic skutecznie. Zdaniem przedstawicieli brgrrealizacja scenariu-
Sza zaproponowanego przez Energsys, mogtabyagzita topatki rosgey szybko polski prze-
myst szklarski.

— FORWARD/BACKWARD clusters

116. Gospodarkéwiatowa leciata dotychczas na dwdch silnikach (@hibISA). Jeden z nich za-
czyna s¢ krztusk, a drugi zrobi to niebawem.

117. Daleko poza czotdwlkznalazly si gietdowe lokomotywy

— SLOW MOTION/BACK clusters

118. Dogonienie gospodarek krajéw twgmygch pierwsz ,pictnastke” krajéw Uni Europejskiej ma
zajg¢ Polsce 60 lat. | to nie krajow najzazniejszych, ale @gmcych sé w ogonie tego peletonu.
119. Po sfinalizowaniu fuzji Heineken miatby blisk6-proc. udziat w polskim rynku i zdecydo-
wanie_zdystansowatby depgego mu po gtach SABMiller.

— INSIDE/OUTSIDECcIlusters

120. Alitalia znalazta giw tarapatach i pewnie niegaiko uda jej si z nich wyg¢.
Each of the source domains as exemplified aboegaked by more or less extended clusters

of lemmas, which are rooted in the same or conedlgtielated experiential domains. Thus,
in (109), ‘wspic sie’ and ‘szczyt’ both represendP schema, whereas example (110) high-
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lights the interplay betweddP (wybi¢ sie) andDOWN (z dna) schemata, which are naturally
related at the experiential level.

As we have observed in the preceding chapter, metaal clusters differ not only in
their length or complexity but also represent défé degrees of linguistic entrenchment. For
example, the target senseaofubstantial decrease in stock valges be expressed in a highly
conventional language, as in example (111), batialg more creative way, as in (112). As has
been observed on many occasions in this book,dbeed of conceptual entrenchment of meta-
phorical items (both single words or more elaboeajeressions) is traceable to their degree of
prototypicality within a conceptual structure thagrive from. Hence, the expressiSRASC
NISKO (fall to the low) seems to represent more centrehs ofDOWNWARD schema than
NURKOWAC DO DNA (dive to the bottom). Even more elaborate exploitabf DOWN sche-
ma can be observed in (113), which representsieatypase ofmageor one-shotmetaphor as
defined by Lakoff and Johnson (1980). The sourcagenof ‘lee¢ na topatkach’ (to lie on
one’s shoulder-blades’) suggests ‘being defeatedfight’, which, when mapped onto the per-
formance of the building sector, allows us to cashpnd the concept of econonsllapsein
this sector. The thing that should be emphasizéaisapoint is that those more specific or vivid
conceptualizations make their own unique contrdngito the semantics of the target senses
they convey. To give an example, in sentences (4dd)(115) there are two different concep-
tualizations of the death, each of which presemigferent picture of the target notion cdus-
ing the collapse of business enterpriddsre specifically, ‘zaciskanie sznura na szyighten-
ing a string round somebody’s neck) suggestka and painful death, which, in turn, corre-
sponds to thgradual nature otbusiness/economic collapsEhe other expression ‘zay¢ kure
znosacy ztote jajka’ (to slaughter a hen laying goldensgbighlights a morabruptnature of
the phenomenon in focus (‘zagé’ suggesting an instantaneous death). More impibytathe
metaphor brings to light thack of common sendeehind the decision of shutting down glass
works (no one with some common sense would kik®@ laying golden eggs). This evaluation
is subsequently extended onto the target domaswiglg us to get a grasp on the negative as-
sessment of the business decision in questionné&pative connotations of this expression are
additionally reinforced by the use of the lem@sRZNAC (slaughter), which highlights the
notion of brutality in handling animals.

Example (116) shows some interesting extensiotise#ORWARD schema. The world
of global economy is conceptualized here in terfran@irplane with Chinese and American
economies being portrayed asginesof this airplane. Thus, the metaphorical meangg i
based on the correspondence betweerptbhper functioning of an airplanand successful
economic performanceéMore specifically, the source image of the ainglaangineshoking
corresponds here to tip@ssibility of economic collapse

In (117) an interplay betweefORWARD and BACKWARD schema can be observed,
the former being evoked by the key items suclt26t OWKA (the lead) and OKOMOTY-

WA (locomotive) and the latter b§YC POZA (stay behind). When mapped onto the target
domain, LOKOMOTYWA and CZOtOWKA® refer to the successful performance of stock
indices (which show rising tendencies). They alsongointo focus the ‘tractive’ aspect — apart

43 CZOLOWKA represents a classic examplenwirphological extensioderiving from ‘czoto’ (forehead) the
most frontal part of the human body.
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from being ‘at the front’, locomotive is the causatforce behind the motion of carriages or
trucks linked to it. This, in turn, translates inb@ language of the target domain as the causa-
tive force behind the rise of other stock indices

The combinedsLOW MOTION andBACK schemas involved in the conceptualization of
business/economic competitibave also yielded some more complex extensionamipie
(118) and (119) brings into focus the corresponddretween the participants of a race and
the economies of EU member countries — those &astessful ones are conceived of as re-
maining at the very back of the group. (Note tB&ON, whichdenotes the rear part of an
animal’s body, is responsible here for the actoatof the underlyinBACK schemata). It
should be noted in passing that the expresSiaiGNAC SIE W OGONIEfunctions as an idi-
omatic expression in Polish lexicon, which is usedenote a general concept of doing (per-
forming) worsethan someone else.

Finally, example (120) illustrates the interplayvibeenINSIDE andOUTSIDE schema-
ta, which activatBEING INSIDE 1S BAD andBEING OUTSIDE IS GOODconceptual meta-
phors, whereby we get a conceptual handle on tigettaotions offinancial underperfor-
manceandovercoming financial difficulties

I now turn to what has been labeled as inconsisteztphorical clusters. As specified
in 6.9 the difference between consistent and instar® metaphorical clusters lies in that the
former involves key items rooted in a single omatetl experiential structures, whereas the
latter consists of lemmas activating experientiéigd cognitively) distant structures. Conse-
quently, consistent clusters form coherent (logicakges or scenes on literal reading, while
inconsistent ones are opacque on literal reading.ekample,PODNIESC PROGNOZ (lift a
forecast) in (121) is meaningless if interpretedhifiteral manner. It should be pointed out
here thainconsistent clusterare quite rare in the Polish language data assggpto thecon-
sistentones which have a much more numerous lexical septation.

121. Spada mocno cena m.in. KB Home mitaspoétka wykazata bardzo dobre wyniki kwartalne
i podniosta prognagtegorocznych rezultatow.

In addition to consistent and inconsistent clusterslescribed above, the Polish corpus has
yielded another interesting type of metaphoricas®ring, which is illustrated in (122):

122. Wida po tym,ze rynek szybko pozbieralespo nieoczekiwanym wybiciu w dét.

In this exampleUP and DOWN schemata are activated simultaneously, yet in ya wiach
conflicts with their functioning at the experientlavel: it is possible to ‘wyldi sic w gor’
but not ‘wybic sie w dot'. Thus, although the expression in questigies on cognitively re-
lated schemas, the manner in which they are aetivablates the typology of the source do-
main of spatial orientations and as such must beipder the rubric of inconsistent clusters.
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8. Frequency data and comparative observations

The most straightforward observation that emergas the studies presented in the two pre-
ceding chapters is that English and Polish langusgamomic discourses depend largely on
the same conceptual metaphors for axiological r@agoIn other words, the two languages
draw on a number of common experiential domainschyhwhen metaphorically extended,
allow us to distinguish between positive and negaliusiness or economic trends. All these
experiential structures as traced in the bilinguaipus are listed in the table below:

Table. 2 Source domains in English and in Polish subcapor

Source domains Lang.
upP

Causative E/P
Reflexive E/P
Verticality E/P
Top E/P
DOWN

Causative E/P
Reflexive E/P
Verticality E/P
Bottom E/P
Concave surfaces -/ P
FORWARD/BACKWARD

Lack of motion E/P
Setting into motion E/P
Forward E/-
Increase in speed E/P
Quick motion E/P
Race/Front E/P
Decrease in speed E/P
Slow motion/Back E/P
Backward motion E/P
STRENGTH/WEAKNESS

Physical power E/P
Having a lot of physical power E/P
Increase in physical power E/P
Lack of physical power E/P
Having little physical power E/P
Reduction in the physical power E/P
HEALTH/ILLNESS

physical condition E/P
health/well-being E/P
indisposition/iliness E/P
treatment E/P
recovery E/P
death -/P
VIOLENT BEHAVIOR

being a victim of violence E
EMOTIONAL STATES

positive emotions E
negative emotions




The domains which are common to English and Patislude spatial orientationi$P/DOWN,
FORWARD/BACKWARD as well as the structures labeledSTRENGTH/ WEAKNESSand
HEALTH/ ILLNESS scenario. English-language corpus has revealedatiitional domains,
labeled as/IOLENT BEHAVIOUR andEMOTIONAL STATES Each of these source domains
has been listed together with what we have terswdzschemasr subdomains The table
specifies whether a given experiential substruchas been activated by linguistic items
drawn from English (E) or/and Polish (P) part of tlorpus.

These specifications clearly point to a significalegree of overlap between the two
languages both at the level of the general sourogaths as well as their more specific instan-
tiations. To be more specific, the gendysdl andDOWN schemas have been broken into two
underlying patterns ‘€AUSATIVE and REFLEXIVE one depending on the presence or ab-
sence of the causation factor, respectively. Odlspects oUP andDOWN experiential struc-
tures, as highlighted under metaphorization in batlyuages, include vertical measurements
(cf. VERTICALITY SCHEMA) as well as highest and lowest parts of entitedsTOP, BOT-
TOM schemas). The single discrepancy, as revealedebgiata, concerns the structure named
asCONCAVE SURFACESevoked by lemmas such BStEK (hole) andDNO (bottom)** This
type of conceptualization has been traced onlylisilanguage part of the corpus.

The generaMOTION scenario has been broken into four different, exgierientially
(cognitively) related subdomains, that i&CK OF MOTION, SETTING INTO MOTION,
FORWARD MOTION andBACKWARD MOTION. The most productive of them, thatFOR-
WARD MOTION has been further subdivided according to the paped. Additionally, the
lemmas dealing specifically with tlventest of speear chasehave been put under the heading of
RACE and traced back to the underlyiRBONT andBACK schemas. As we can see, even such
detailed categorizations appear to be common twibidinguistic systems under discussion.

Similar overlaps can be observed in the cas®TRENGTH/ WEAKNESSandHEALTH/
ILLNESS source domains. In addition to their evaluativerabteristics, the two former no-
tions have been considered with respect to thetijative aspect, that ikarge and small
amounts of physical power. The latter, on the oltzgrd, has been broken into as many as six
different subdomains which together form a consisexperiential scenario. The single dis-
crepancy recorded here concerns the subdomadeATH, which has been triggered only by
Polish-language items giving us a conceptual haowllde target notion dfankruptcy

Having said that, let us now move on to the quatnie analysis, the main goal of
which has been to establish the productivity ofipalar metaphorical mappings, as identified
at the qualitative stage of the analysis (cf. Mdtilogy chapter). The frequency counts car-
ried out on both corpora have yielded the followfilggires:

1t should be pointed out here that although thisR®NO tends to be translated as BOTTOM, the items
seem to activate slightly different imagery, thi#dabeing more general in conceptual scope tharfahmer.
More specifically, English BOTTOM refers to the geal notionof lowest parts or pointef entities irrespective
of their shape whereas DNO tends to be conceived tfidowest parts of concave surfac&onsequently, the
two lemmas have been considered to be the instianigaof two different image-schematic structures.
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Table 3. Frequency counts

English Polish
SOURCE DOMAINS KL RF NF KL RF NF

1 |UP 20 1119 81.28 22 1322 92.70
2 |DOWN 22 818 59.41 18 753 52.80
3 |MOTION 28 178 12.92 28 85 5.96
4 | STRENGTH/WEAKNESS 2 212 15.39 3 167 11.71
5 |HEALTH/ILLNESS 25 202 14.67 18 124 8.69
6 | VIOLENT BEHAVIOUR 10 62 4.43 -- -- --
7 | EMOTIONAL STATES 10 31 2.17 -- -~ --

TOTAL: 117 2622 19.03 89 2451 17.18

As can be seen, the frequency data have been negbaccording to the underlying experien-

tial input. The first column gives the number ofyfkemmas evoking a particular source do-

main (KL). The second column, on the other handegithe raw counts of all the corpus oc-

currences of particular key lemmas (RF). Thesefraguencies have been normed to the ba-
sis per 10,000 words of text so that English anlisR-éanguage data could be compared and
the normed frequencies have been presented imaghedlumn (NF).

The table shows some differences in the produgtofipparticular source domains with-
in each of the two languages. As regards the Hmifisguage data, we see th#® and
DOWN schemas are the richest sources of metaphorieatgnded senses, both in terms of
the number of the constituent key lemmas as wethadotal number of their occurrence in
the corpus texts (1119 and 818 occurrences, regplggt These two spatial orientations are
followed by STRENGTH/WEAKNESSscenario, with a considerably lower number of occu
rences (212 occurrences). Such discrepancies clmger be observed between the next two
most common source domains, HEALTH/ILLNESS and MOTION scenario (with 202 and
177 occurrences respectively). The two least pridkicsource domains aMiOLENT BE-
HAVIOUR andEMOTIONAL STATES (62 and 31 occurrences respectively).

The Polish data show a very similar pattéfR.andDOWN schemas are most common,
as shown by the token frequencies of the key lemihd22 vs. 753 occurrences). They are
followed by STRENGTH/WEAKNESSandHEALTH/ILLNESS scenarios with the comparable
frequencies of 167 and 124 occurrences, respegtiVélese figures place these two source
domains far behind the most productive andDOWN schemas. The least productive turns
out to be thevOTION schema with the overall frequency of 85 occurrehe®w turn to the
comparison of these two sets of data.

The normed frequencies point to a slightly highesdpctivity of UP schema in the
Polish language data with the mean score of 9% #pposed to 81.28 per 10,000 in the Eng-
lish corpus®® However, the other common source domains are prouctively evoked by

5 There seems to be a logical explanation of thadrigroductivity of UP schema in the Polish corpgimsmely,

it serves as the main source of the target sengecfasewhereas in the case of English-language data, this
meaning is also derived from the productive FORWARDTION schema, which in turn, is underrepresented
in the Polish part of the corpus.
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the English language items. The most substantsareipancy can be observed in the case of
MOTION schema. Although both English and Polish corpaeehyielded 28 relevant lem-
mas, the former has a much higher density of metagdl meanings per 10,000 words
(12.92), when compared to the former (5.96). In ¢thee ofSTRENGTH/WEAKNESSand
HEALTH/ILLNESS scenarios those differences are much less pronduiibat is, the former
accounts for 15.39 occurrences per 10,000 wordshglish and for 11,71 occurrences in the
Polish corpus. By the same tokéfEALTH andILLNESS related lemmas occur 15,61 times
per 10,000 words in the English corpus, and onB® &mes in the Polish-language corpus.
As follows from the total number of occurrencesegivat the bottom of the table, the overall
density of metaphorically extended meanings ishdlijghigher in the English corpus than in
the Polish one (19.03 vs. 17.18 occurrences p&000yords of text).

It seems worthwhile to look now at our counts franmicro-level perspective, that is
from the perspective of the frequencies of paréickby lemmas constituting particular source
domains. The general tendency observed in theisitat each of the source domains is acti-
vated by a low number of highly frequent key lemyraasd a large number of low-frequency
items (usually single occurrences). For exampl&riglish, UP schema is represented by five
high-frequency lemmasi(GH, GROW, RISE, VERB+UP, RAISE which together account for
81.75% of all the relevant occurrences. The remgidb items account for merely 18.25% of
the total occurrence of UP lemmas. If we now takkeok at those most and least productive
lemmas, we can see that the former are more ppmtalyinstantiations of the underlying
schema than the latter. For example, items sudtABs andLOW seem to be more central
representatives aAOWN spatial orientation thaDIVE or DOWNFALL, which are also much
less common. The same tendency applies to thehRddisa. To illustrate, the high frequency
items SPADAC andNISKI are more central instantiations ROWN schema than the low fre-
quencySTRZASNIECIE andSCIAGNAC. By the same toketJEALTHY, SICK, or SUFFERare
more prototypical members 6fEALTH/ILLNESS scenario than the more specific symptoms
of bad health such aSNEMIC, PNEUMONIA, SNIFFLE or HANGOVER, which have much
more marginal representation. A mention should bksonade here of the observed tendency
for the high frequency items to be replaced byrtegnonyms or semantically related items,
which function on more idiosyncratic basis. Forrapie, the highly conventional in Polish stock
exchange commentaries lemr8aCZYT has been found to be replaced WWERZCHOLEK,
which is just a more inventive way of referringtte highest valueThe same tendency is
found in English language data (cf. fall vs. digerise vs. skyrocket).

As has been intimated earlier, frequency of ocaureecan serve as a measure of cogni-
tive entrenchment of linguistic items (the highlee frequency of occurrence, the greater the
degree of cognitive entrenchmenfthus, it can beoncluded that the items to be found at the
bottom of the frequency lists tend to representehav ‘one-shot’ metaphors. This, in turn,
coincides with the degree of prototypicality intthiae lower frequency items, usually repre-
sent more peripheral areas of a given schema @riexyial domain.

In addition to studying metaphors, as they structiilne domain of business activity,
some attention has been given to the dictionasatrirent of metaphorically extended senses.
As has been observed, dictionaries tend to listapreirical meanings either as distinct
(‘core’) senses or as the so called ‘subsensesDE)®r ‘shades of meaning’ (USJP). Only
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rarely are they labeled as metaphorical usagejfahdy are, it is usually indicative of a ra-
ther low degree of cognitive entrenchment of thosaning. Furthermore, some instances of
sense blending (mixing source and target meanmgse entry) and sense reversal (listing
metaphorical meaning before the literal ones) Hasen traced in both sets of data. All this
shows that the metaphorical underpinnings of manynhas are becoming increasingly more
obscure. Another observation emerging from the idenation of lexicographical resources is
that some metaphorically extended notions haveegaierminological status within the field
of business/ economics or finance. Thus, businkEssaies or specialized dictionaries (but
also general dictionaries) typically include itesugeh asCRASH, POISON PILL, RECOVER/
RECOVERY, RALLY, SLUMP, DEPRESS/DEPRESSIOM the Polish-language material we
also find items with terminological status such Z&YZKA (ZWYZKOWAC), ZNIZKA
(ZNIZKOWAC), UPADLOSC. Also, in both databases we have observed a tendencyore
creative exploitation of the source domains. Thiseg rise to more creative or innovative
metaphorical usage, which is not accounted forelycbgraphical resources. Yet, given that
these more creative forms derive from well-entremcimetaphorical mappings, they are fully
transparent to native speakers of both languages.

These two sources of information, that is corpusedarequency counts (C) as well as
the relevant dictionary materials (D) clearly shinat the notion of linguistic conventionality
or entrenchment is a matter of degree rather thear-cut distinctions. The relationship be-
tween the frequency of occurrence, prototypicalégd the dictionary status of extended
senses can be sketched out as follows:

C: high frequency low frequency
most prototypical least prototypical
D: distinct (core) senses subsenses/ shades ofmgean figurative not listed

Fig. 8.1.Conceptual entrenchment vs. dictionary statusegflemmas

Thus, at the extreme poles of the continuum thexdhee target senses marked by the highest
and lowest frequencies of occurrence and charaeteiby the highest and lowest degree of
prototypicality, respectively. The most conventibitems have achieved the status of distinct,
or ‘core’ meanings. On the other side of the sddlere are the lemmas whose target mean-
ings have not been accounted for by lexicograplsoatces, which indicates their very low
degree of cognitive entrenchment. This categoryraods creative or novel metaphorical
expressions (mostly various phrasal items). Therlamgranted the status of subsenses or the
so called ‘shades of meaning’ seem to occupy sorenmediate space between these two
extreme poles of the continuum, together with teses labeled as metaphorical, which are
closer to the low frequency pole. The lemmas reprisg or approximating this low fre-
guency pole tend to have a more specific referefeat is, they are capable of evoking more
specific and thus more vivid mental pictures tHaamitems characterized by a greater general-
ity and conventionality (c.f. rise vs. skyrockdthportantly, it is at this more specific end of
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the continuum that various discrepancies betweenvib languages under investigation arise.

Here is a sketch of some of those more specifi@aséimrepresentations:

— objects for rising high up in the gBALLON, SKYROCKET)

— technical devices for lifting entitig®ZWIGNIA, WINDOWAC, LEWAROWAC)

— sports activitiesWYSKOK, WYBICIE)

— liquid/ water(DIVE, PLUNGE, SINK, DIP, NURKOWA)

— trees(SHED

— destructionCOLLAPSE, CRASH, ZALAMAC SIE)

— slippery surface¢SLIDE, SLIP, ZSUWAC SIE, OBSUNAC SIE)

— vehicles/ cargSTALL, JUMP-START, GRIND TO A HALY

— machinegSEIZE, NAEDZAC)

~ horsegSPUR, REIN IN

— army(RETREAT, W ODWROCIE
Hence, items referring tobjects for rising in the ai(BALLOON and SKYROCKET, as well
as the lemmas bringing to mimaotion of vehiclesndhorseshave turned out unique to Eng-
lish-language part of the corpus. Conversely, kxieferences ttechnical devices for lifting
objects or peopl€DZWIGNIA, WINDOWAC, LEWAROWAC) and sports activities\(YSKOK,
WYBICIE) have been traced only in the Polish corpus. Tthercsource structures, as listed
above, can be found in both languages, althoughidgengppears to have a larger number of
lemmas, which evoke such specific conceptualizatibior example, thiggquid domain evoked
by a range of English item®IVE, PLUNGE, SINK, DIB is represented by a single key lemma
(NURKOWAC) in the Polish corpus.

It should be noted here that the continuum of cotigeality as presented earlier ap-
plies also to more extended stretches of metapdldeinguage termechetaphorical clusters
As we have observed, in addition to expressionkethby deep conceptual entrenchment
(including idiomatic items), there is also a whodpertoire of one-shot metaphorical clusters
which appeal to our imaginative capacities andasctarriers of more elaborate meanings.
These more extended pieces of metaphorical langoaege been divided intoonsistentand
inconsistenimetaphorical clusters. The former include expressidrawing on a single sche-
ma or on cognitively related schemas and the latteke unrelated or more distant experien-
tial structures. As has been obseruwecbnsistentclusters figure much more prominently in
the English language data. In Polish they haveleeranarginal representation.

Finally, a few words of comment are due to the rhotpgical aspect of metaphorically
extended meanings. The analyses presented in chdpjeand (7) have revealed three types
of lexical items:

(1) Lexical items that preserve their morphologicalnfierunder metaphorization (i.e. they
have the same forms in the source and target dyntéon example, all the inflectional
variants of the source concefitiIMB (move to a higher position) are transferred withou
any modifications onto the target domain of a gedducrease in value. This is by far the
most productive category, both in English and itidho

(2) Lemmas that represent morphological modificatiosairce domain items and function
only as target domain notions (chorphological extensiofsin the English language,
these are typically compounds of the following typ@GRADE, UPSURGE, UPTURN,
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UPBEAT, DOWNTURN, DOWNGRADE, SHORTFALL, UNDERPERF®R SETBACK
The Polish language corpus has yielded the follgwiorms that can be classified as
morphological extensionsZWYZKOWAC, PODWYZKA, ZNIZKOWAC, UPADLOSC,
SPADKOWY, OBNEKA, ZAPASC, ZASTOJ, BOIACZKA. Unlike the English lemmas
which depend on patrticles, prepositions, or contentls for the activation of a particular
source domain, the Polish lemmas draw on morphcébgissociations which can be pre-
sented as follows:

ZWYZKOWAC <«——  wysoki/ wyszy/ wyzej
PODWYZKA <+—— podwyzszy/ podwyzsza
ZNIZKOWAC  «——  znizyél znizad

UPADLOSC <«—— upd&d upada
UPADLY <+«—— upad/ upada
SPADKOWY <+«—— sp&/ spada
OBNIZKA <«——— obnizyé/ obnizaé
ZAPASC <«——  zapacé sie/ zapada sic
ZASTOJ <«——  Stél stané

BOLACZKA <«—— bole

(3) Lemmas whose certain morphological forms (partspgech) have exclusively or pre-
dominantly target domain applications (grt-of-speech extensignsvhereas their other
grammatical variants function both as source angketaconcepts. This phenomenon has
been traced mainly in the English-language data ianegpresented by the following
items:

- (adj.)PEAK

(V) to PEAK
(n) HIGH

(n) LOw

(n) sLumP

— (V) SKYROCKET

Thus, the verbal and adjectival forms of the lenPEAK relate to the domain of quantity,
while the nominal form has both source as wellaaget domain applications. By the same
token, noun forms oflIGH, LOW, andSLUMP tend to be defined in quantitative rather than
‘spatial’ terms by reference works, whereas thdjectival HIGH, LOW) or verbal variants (to
SLUMP) have both spatial as well as quantitative serla@shermoreSKYROCKET as a verb
functions only within the target domain, denotimgiacrease in prices, rates, or amotint.

5 A word of comment is due here to Polish languagernes such as (n) PODWKA, (n) UPADLOSC, and

(n) OBNIZKA, (adj.) SPADKOWY. Although these items repressemantic extensions restricted to a single part of
speech (either a noun or an adjective), they atieeagame time morphologically modified variantshef source lex-
emes (cf. e.g. ‘podwagzenie’ vs. podwika, ‘spadzisty’ vs. ‘spadkowy’, ‘obienie’ vs. ‘obnika’). Consequently,
they have been classified as morphological extessioot part-of-speech extensions.
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9. Summary, conclusions and prospects

The present work has been inspired by ideas anogdgons underlying the cognitive theory
of metaphor, which since the publication of Lakafid Johnson’s groundbreakiNgtaphors

we live bycontinues to provide the main point of refereniceancovering metaphorical di-
mensions of our thought and language. As a mattirct, these two dimensions must be in-
vestigated simultaneously, as metaphorical langgageides an important window into the
functioning of metaphorical mappings in our conoc@psystems. Thus, the role of systematic
and thorough investigations into metaphorical laggicannot be overestimated. It should be
obvious that corpora of authentic texts providemportant and sometimes even indispensa-
ble tool for this type of analyses, allowing tocegpatterns of metaphorical usage across vari-
ous registers and discourses and, especially,gimgvan insight into the productivity of vari-
ous metaphors and the degree of their conceptiraramment.

The studies presented in this book have been gesirio business and economic dis-
course, and in particular to two broad target dosaif successfuandpoor business perfor-
mance(SBP/ PBP), which have been approached from a sdvpsed, quantitative perspec-
tive. Our cross-linguistic study has revealed a Ipemnof concepts, each of them rooted in
a different pattern of our bodily and/or culturaperience. One of the main sources of meta-
phorically extended senses have been spatial atiensUP/ DOWN/ FRONT/ BACKas well
as various aspects of tihMOTION domain. The specifics of the projections from spatial
source domains onto the target domain of businedsrmmance are summarized below:

(1) MORE IS UP/ UPWARD <—> GOOD IS UP/ UPWARD
up —» SBP (e.g. increase in business value, activitginess expansion, upward economic/
market trends)

(2) LESS IS DOWN/ DOWNWRAD «—> BAD IS DOWN/ DOWNWARD

DOWN —»p PBP (e.g. decline in business/ economic #gtigollapse of business, downward
economic/ market trends )

(3) MORE IS FRONT/ FORWARD «— GOOD IS FRONT/ FORWARD
FRONT —» SBP (e.g.increase in share values/ ecanprogress)

(4) LESS IS BACK/ BACKWARD <—> BAD IS BACK/ BACKWARD
BACK —» PBP (e.g. decrease in business activity/lst@ue/ efficiency)

(5) FRONT/BACK —»  business competition

(6) LESSSLOW IS <—> BAD IS SLOW
SLOW —>» PBP (e.g. with little economic activity)

(7) MORE ISFAST <—> GOOD IS FAST
FAST —» SBP (economic/ business expansion/ growtiigamse in stock values)



(8) BAD IS LACK OF MOTION — economic slump, recession

(9) SETTING INTO MOTION —» attempts at improving busingesformance

As has been shown in the diagrams, the mappingstbattarget domain typically involve the
activation of two overlapping metaphorical concefais indicated by double arrows); one of
them is responsible for the general axiological mreg (SBP/PBP) and the other for the
quantitative sense (increase/decrease). Additipntle corpus has yielded instances of what
might be termed ‘metaphorical triplets’, that isetl conceptual metaphors rooted in a single
experiential structure and activated concurrenthyjis kind of overlap occurs when the mo-
tion domain, activated byP, DOWN, FRONTand BACK schemata, additionally highlights
the notion of pace viBESS IS SLOWandMORE IS FASTmetaphorsgiving rise to the target
sense of an increase bgnallandlarge amount, correspondingly. For example, the exterssio
of SHOOT UPandEDGE UP (as applied to stock values) seem to involve trgptd the fol-
lowing kind: GOOD IS UP / MORE IS UP/ MORE IS FASand GOOD IS UP/ MORE IS UP/
SLOW IS LESSrespectively.

The reservation to make is that the metaphoricajeptions as listed above represent
cognitively most salient mappings, that is thoséctvlinvolve the preservation of the positive
load associated with UP and FRONT schemas ancdetetive axiology of DOWN and BACK
under metaphorization. As we have seen, this potcdl pattern can be reversed under the
influence of the absolute values of trajector ediparticipating in a given relationship.

In addition to spatial orientations, also the elgrgral domains associated with good or
poor physical condition labeled &EALTH/ILLNESS scenario have turned out to be a rich
source of metaphorically extended senses both gligknand Polish-language business dis-
course. The relevant cross domain mappings arevatetl here by straightforward axiologi-
cal correlations, which are occasionally accomaiig quantitative metaphors, as specified
if the diagram below:

(10) GOOD IS HEALTHY <> MORE IS HEALTHY
(11) BAD IS UNHEALTHY <> LESS IS UNHEALTHY

These general concepts are elaborated on in a mwhbidferent ways giving rise to a con-
sistent experiential scenario which is extendea din¢ behavior of businesses institutions or
economies along the following lines:

— PHYSICAL WELL-BEING —» SBP/ of satisfactory quantitvalue

— PHYSICAL INDISPOSITION/ ILLNESS —»  PBP/ of unsatistacy quantity/ value
— TREATMENT —>» attempts to improve business/ econopeiformance

- RECOVERY —— improvement in business/economic pentorce

— DEATH —»  bankruptcy

Furthermore, the source domainstwéngthandweaknesare subject to the following mappings:

(12) MORE IS STRONG/ GOOD IS STRONG
STRONG— SBP (in a secure financial position, aphmarket tendencies)
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(13) LESS IS WEAK/ BAD IS WEAK
WEAK —> PBP (not in a secure financial position, devand market tendencies)

The source domain &FTRENGTH/WEAKNESSgives rise both to quantitative as well as axio-
logical senses which tend to be activated simutiasly, as indicated in the diagrams. How-
ever, some instances of the reverse transfer Haweébaen traced, mainly with respect to cur-
rencies, whose weakness (instead of strength) rbglpterceived as a desirable phenomenon
under certain circumstances (especially in theeodrdf export-import transactions).

In addition to the shared metaphorical conceptpr@sented above, the English-
language corpus has yielded target senses rootdmhiains labeled adsOLENT BEHAVIOR
andEMOTIONAL STATES. The former involves the following mapping:

(14) TO SUFFER PHYSICAL INJURIES—» be affected by exbe business/economic phenomena/
be reduced in value/quantity

As we have observed, there is an ontological cpamgence between a victim of various acts
of aggressive behavior and companies, markets oetes etc. affected by adverse business/
economic phenomena. Also, business underperforntends to be expressed in quantitative
terms, that is as a decrease in value, quantitytensity of business activity.

Finally, the clearly delineated axiology of the smidomain of emotional states is di-
rectly projected onto the target domain, which ltssa the following mapping:

(15) FEELING GOOD —» SBP (increase in value/ busiresdivity)

(16) FEELINGBAD —» PBP (decrease in value/ busired#vity)

The conclusion that can be drawn from what has peesented so far is that the axiological
transfer via metaphorical mappings proceeds bydifferent conceptual routes. The first one
involves the spatial source domains which are matl@gical in themselves, that is they ac-
quire their evaluative load through a number ofetdént experiential correlations. This axio-
logical load is subsequently transferred onto #éngdt domain of business performance. Con-
sequently, the mappings seem to proceed here irstages and as such can be termed-as
direct axiological transferThis can be summarized as follows:

upP
FORWARD ISGOOD —» SBP
MOTION

DOWN
BACKWARD IS BAD — PBP
STANDSTILL

The second type of value transfer has its rootthénsource domains which are inherently

axiological (i.e. either positive or negative) adidectly lend these valuations to the target
concepts of SBP and PBP along the following lines:
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GOOD HEALTH (+)
TREATMENT — SBP
RECOVERY

MENTAL/ EMOTIONAL WELL-BEING

POOR HEALTH )
DEATH —» PBP
SUFFERING RESULTING FROM ACTS OF VIOLENCE

MENTAL/ EMOTIONAL DISCOMFORT

The main difference between these two types ofevaiansfer onto the domains of SBP and
PBP is that the indirect transfer can be subjecétersal (e.gBAD can beUP, or GOOD can

be DOWN), whereas the direct one is irreversible ©OR HEALTHcannot be the source of
positively valued concepts, and vice ver&GQOD HEALTH never gives rise to negatively
loaded senses).

Turning now to the results of the quantitative gsil, the main conclusion is that Eng-
lish-language corpus shows higher density of metaghl language both at ‘macro’ as well
as ‘micro’ level of our enquiry. In other words, dfish-language economic discourse appears
to be more diversified in terms of the number dfedent metaphorical models (seven as op-
posed to five traced in the Polish data) as welinaerms of the productivity of particular
metaphorical concepts, the only notable excepteingUP schemata, which has turned out
to have a more numerous representation in thelPotigous. These findings are presented in
the table below:

Table 3. Productivity of metaphorical mappings: frequenayad

100
% (1) UP

(2) DOWN
80 (3) MOTION
70 (4) STRENGTH / WEAK-
60 NESS

(5) HEALTH /ILLNESS
50 (6) VIOLENT BEHAVIOR
40 (7) EMOTIONAL STATES
30
20
10
0

1 2 3 4 5 6 7
OEnglish 81,28| 59,41 12,92 15,39 14,67 4,43 2,17

BPolish | 92,7 | 52,8| 5,96/ 11,71 8,69 0 0

Finally, a mention should be made of the limitasiarf the present study and areas that need
further investigation. The first and perhaps masbfematic aspect involved in corpus-based
research into conceptual metaphors is the recatioii of what can be referred to as the
depthandrange of linguistic explorations. The point is that measinceptual domains (espe-
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cially broad ones such as business performance3taretured by a range of metaphorical
concepts, rooted in a variety of experiential doraaEach of these concepts, in turn, is repre-
sented by a large number of more or less conveditiorguistic items such as single words,
fixed collocations as well as more elaborate exqioes. Thus, it seems that any research pro-
ject in the field of conceptual metaphors should at tracing possibly the largest number of
underlying metaphorical concepts together with fihgsthe most exhaustive collection of
their linguistic instantiations. This, however,as extremely challenging task, especially in
view of the fact that studying metaphor still ragsia massive expenditure of manual work as
there are not, as yet, any reliable computer teglas that could significantly facilitate this
process. Computer-based methods come to our asgstaly at a later stage, that is after
some judgments of metaphoricity have been mad&dydsearcher. For example, word lists
or concordancing programs can be employed to askesgte of recurrence of the items
traced at the manual stage of investigation (asbkas done in this project). Thus, the issue
of depth and range of corpus-based research imoeptual metaphors deserves some more
consideration in future research.

Another point is that the present project has wegrcerned primarily with conventional
linguistic expressions and some more creative itbumstioning as single words or fixed
phrases. More extended stretches of metaphoringusge (cf. metaphorical clusters) have
been dealt with only in passing. Given that thenitbge approach provides useful tools for
organizing and classifying the chaos of metaphbmgeaanings and forms, such extended
metaphors, especially those representing novel, usest further explorations. Also, the
cross-linguistic variation in the creative expltida of the well-entrenched source domains
deserves further contrastive study. This, howewdl require larger linguistic databases and
even greater expenditure of manual labour, a prolthat seems to be best dealt with by set-
ting up team projects.

Yet, despite all these limitations corpus-base@aesh into metaphor can give us in-
sights which can be gained in no other way. Mogtdrtantly, it gives us access to the infor-
mation about the frequencies with which metaphbrggressions occur in authentic lan-
guage use. This, in turn, seems to pave the wajafge-scale comparisons of conceptual
metaphors across different registers, genres angiidages in terms of the degree of their con-
ceptual entrenchment.
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